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Abstrcr ct 

Pipeline .si icfke defects such ns csncks cnii.se rnqjor 
prob1enr.v ,fils mssei inanagers, pnsliculns!v wi7eii ilie pipe 
is b u r i d  under ihe ground. Tlie innnunl rn.speciion (f 

surface (I. f2ci.s in  the underground pipes has (1 ni i i i iher of 
drawhncks;.s, iiicliudiiig subjectivitv, vniyviiig .statitlrrtls, N I I ~  

high cos~s. Aii~oirtnric inspectiort , 

processing and r?rr(fjcia/ intel l tgn?~~~ lecliniqiics can 
overcoim mari~v of these disadvnntnps and o/]i:r oxset 
managers an opporiunity to ,signi ficonIlv it?ipsow qunli!y 
and reduce costs. .4 recognition nnrl clnssificniion of' pipe 
cracks using ininge nnalysis and tieusoTfuzzv nlgoriihiri is 
proposed 61 t i le pre-processing siep. the crnc:k.\- in the 
pipe are extsnctecl ,jPom the hoiiro~geiious hnck,.round 
Then, hnsetl on N prior knowler[yc of crnckx, ,jive 
normalised , featuscs are extracted 117 the cla.v.v~Jicniion 
step. n neuro-fiizq: algorithni is proposed that eniplqvs a 
trapezoiclal, fuzTv nienibership functiori nnd irrocli f i cd  ersor 
backpropagnlioii (El%') algorithnr. 

1. Introduction 

Municipal infrastructure systeiiis are eroding due to 
aging. excessive demand, Illisuse. ~~iisiii;~iagciiicu~. aiid 
neglect. as shown In Figure 1. Closcd Circuit Tclcvision 
(CCTV) surveys of underground pipcs are used widely in 
North America to assess the stnictriral inregrit!, of pipes 
[I]. CCTV siinicys are conductcd using ii rcmotcly 
controlled vehiclc carrying a television camera tliroitgli an 
underground pipc. The data acquircd from this proccss 
consist of a videostream. p1iotogr;rphs or specilic defecls. 
and records produced by technician. The diagiiosis of 
defects depends largely on the experience. capability. and 
concentration of tlie operator. niaking the detcclion of 
defect error proiie. An automatcd underground pipe 
inspection system is required, which can extract and assess 
the stnictiiral coridition of pipcs IO ensure accuracy. 
efficiency. ;ind economy of undcrgroiind pipe 
exam ilia ti on. 

scanned by PSE? (Core'dorp.) inthe city ofAlbuqierque. 

I n  tlus paper, a defect detection methodology based 
on the local detection of Iinear-structures and a neuro- 
fuzzy algorithm is proposed. The main effort is 
concentrated on tlie investigation of image processing 
algoritluns for detection of cracks, and artificial 
intelligence technique for classification of severity of 
these cracks. The scanned images for th is  study are 
obtained by Pipe Scanner and Evaluation Technology 
(PSET) surveys for major cities in North America. 

2. PSET Surveys 

Pipe scanner (and evaluation technology (SSET) is an 
innovative technology for obtaining images of the interior 
of pipe 121. PSET is developed by TOA Grout, CORE! 
Corp.. California. and tlie Tokyo Metropolitan 
Government's Services (TGS) Company. PSET is a 
system that offers a new inspection method minimizing 
soiiic of the shortcomings of the traditional inspection 
equipment that relies on a CCTV inspection. This . is  
accomplished by utilizing scanning and gyroscopic 
tecluiology. Typical scanned images of underground pipe 
witli various defects are shown in Figures 2(a) and 2(b). 
The iilajor benefit of the PSET system over the current 
CCTV technology is tlnt the engineer will have higher 
quality image data to make critical rehabilitation 
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Figure 2(a) Pipe image showing a joint and few minor 
cracks 

Figure 2(b). Pipe image showing a ioint and inultiole 
cracks, most severely above the joint 

decisions. Althoiigli iniderground iiii;iging technology liiis 
made snbstmtial sindes in recenl years. the basic incans of 
analysis are iuiclianged: a tecliiiiciaii is required to idcn!iCy 
defects on a monitor. The research o f  this paper sceks to 
address this lattcr limitation. 

3. lmage Analysis 

111 !he computer vision literatiirc one can find various 
teclniiqucs addrcssiiig different lypes of daia. iiicliidiiig 
natural and artificial teshires. synihetic apertrirc radar 
images. and magnetic resoiliiiice images p.4.5.6 1. In 
analysing underground pipe scanned iihage diliil. one 
needs to consider complications due to tbe inliereiii noise 
in the scanning process. irregularly shaped objecis (roots. 
cracks. and holcs) as well as tlie wide raiigc of pipe 
background pattenis. One of the inajor probleins is IO 
detect cracks k i t  are catiioiiflagcd iii the backgroriiid of 
corroded areas, debris, patches of repair work. areas of 
poor lighted conditions. 

111 the past 20 years. iiiaiiy approiiches li;i\.c been 
developed to deal with the delectioii of linear feaiiires on 
optic (7.81 or radar images [9.101. Most oftliein coiiibinc 

I .  
c - -* J 

L - 
Figure 3(a) Thresholded responses of the crack detectors 
for minor cracks in the underground pipe 

! - I  

Figure 3(b). Thresholded responses of the crack detectors 
for multiple cracks in the underground pipe. 

two criteria: a local criterion evaluating the radiometry 
on some small neighborhood surrounding a target pixel to 
discriminate lines fiom background and a global criterion 
introducing some large-scale knowledge about the 
structures to be detected. Concerning the local criteria, 
most of the techniques nsed for pavement dimess 
detection in scanned images are based either on 
conventional edge or line detectors [11,12]. These 
methods evaluate differences of averages, implying noisy 
results and variable false-alarm rates 1131. 

The approach taken in this study for detection of 
cracks falls within the scope of the Bayesian framework. It 
is based on tbe fusion of the results from two detectors D1 
and D2, both talung the statistical properties of image into 
account. Crack detector DI  is based on the ratio edge 
detector 1141, widely used in coherent imagery. Detector 
D2 uses the norinalised centered correlation between two 
populations of pixel 1151. The detection results are post- 
processed to provide candidate segments. Threshold 
responses of the crack detectors after fusing and linking 
operations are shown in Figures 3(a) and 3@). 
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Figure 4. Convergence characteristics of the error backpropagation algorithm. 

4. Feature Extraction 

Sccctioii of m appropnate set of fcatiires IS one of 
the most important tasks for any defect classification 
system The primat? goal of feature e\lraction I S  lo obtain 
features that ma\iiiiise tlie similarity of objects i i i  llie same 
class while at the same t m c  niamiiisiiig the 
dimensionality reduction of data. conipritatioii~il cflicieiicy 
and reductioii of incmory requirements of the cl‘issifier 
This is particularl! important wlieii neural netu orks are 
used to perforiu the classification tasks ,is the 
&mensionalit! rcduction of the input not oidy reiiioves tlie 
redundanc! of tlic data but also enables the use of a 
smaller SILC iietworh structure which c;ui be traiiicd easicr 
and lias improved generalisation capability 

’ 

The salient fcatures of tlic data can bc cstracted 
through a mapping. such as Fourier transform. discrcte 
cosine transforin. Karliunen-Loeve (KL) transforin. or 
principal coinpoiieiit (PC) methocl. froni a higher 
dimensional input space to a lower dimcnsional 
representation space. The efficiency of  a chosen inapping 
approach is judged based on the degree of dnta 
compactioii subject to the constraint 1li;it the original data 
can be reconstructed with nunimal distortion. Based on 
this criterion. the following features or attributes that 
characterize each ob.ject are estraclcd after appropriate 
transformations: 

~ 

0 Hough transforin features, 
0 Morphological analysis features. 
0 Aniplitiidc and shape statistics. 
0 Regression analysis features, and 
0 eigenvcctor analysis featrlres 

After extracting over 25 fcatiires. thorough 
optiinisation and ranking are perforined to reducc llie 
classification dimension down to 5.  dcpeiidiiig oii [lie 
stage in 1~ierarchic;rl classification 161. 

5. Defect Classification 

Underground pipe defects appear in the form of 
randomly shaped cracks. The decision making of the pipe 
condition by human experts is based on very complicated 
rules such as “if the total area of crack is A,  then it gives a 
penalty f to the decision, if the total area of crack is B, 
then it gives a penalty g to the decision, if a pipe hasf; 
g, ...., k penalties then the final decision of the pipe is P‘h 
class.” To set all these complicated rules, many efforts and 
time consuming discussions would be required by human 
experts. In practice, carrying out this task would be even 
harder if different criteria existing among the experts 
about the defects were taken into account. Therefore, there 
lias been a lack of normalization in assessment of 
underground pipe condition. 

For such a complicated decision rule problem, the 
solution is based on the use of a neural network paradigm 
tliat can mimic the liman reasoning 1171. The benefits of 
the neural network is tlie generalization ability [ 181 about 
tlie untrained samples due to the massively parallel 
interconnections and easiness of implementation for any 
complicated rule or mapping problem. 

5.1. Classification using EBP algorithm 

In this section crack classification using an EBP 
algoritlun [ 19) is discussed. Conventional EBP algorithm 
used a fixed le<arning rate and momentum factor, thus to 
reduce the learning time and to avoid local minima these 
parameters must be determined adaptively. A variable 
le,arning rate and momentum factor is used by iteratively 
updating weights, resulting in the modified EBP 
algoritlun. In the modified EBP algorithm the leamhg 
rate q. momentum factor a. and weight co are updated by 
tlie following equations, respectively: 
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Figure 5 Neuro-Fuzzy network with trapezoidal membership function 
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where E. p. p. and y denote constants and pi represents tlie 
iteration step. Subscripts j and k signib tlie j t l i  iieuron of 
the input (hidden) layer and ktli neuron of tlic hidden 
(output) layer. respectively. E ,  represents the total error 
function at the ptli layer. In Figure 4, tlie convergence 
characteristics of tlie conventional and modified EBP 
algorithms are shown. The network is constructed by live 
input neurons, seven neurons in the hidden layer. and three 
output neurons for tluee classes of crack defects. 
Parameter values are selected experimentally: in  tlie 
conventional algorithm, the le,aniing rate and inoineiitiiin 
factor are set to 0.7 <and 0.15, respectively, whereas i n  tlie 
modified algoritlun, 0.5 and 0.2. respectively. Figure 4 
shows that the modified EBP algorithm converges inuch 
faster tlian tlie conventional one. 

5.2. Classification using Neuro-fuzzy algorithm 

To increase the recognition rate, a neuro-limy 
algoritlun is employed that combines neural networks and 
the fuzzy concepts. Neural networks have leariling 
capability and the fuzzy concepts can absorb variability i n  
feature values. The fuzzy concept can be combined with 
neural networks in  various ways. I n  tlus study tlie fuzzy 
concept is applied simply in converting feature values into 
fuzzified data. wluch are inputs to the modified 
backpropagation neural network algoritlm. In tlie 

proposed neuro-fuzzy algoritlm the fuzzy data is used as 
inputs to neural networks. Sometimes. variation of feature 
values is large, (and then it is difficult to class@ defects 
correctly based on these feature values. To solve this 
problem, each defect feature value is first converted into 
tluee fiizzy data [20], then learning is performed with 
these 31 fuzzy data using the modified EBP algorithm. 
Finally. defects are classified using the modified 
backpropagation algoritlun. 

To convert five normalised features into 15 fuzzy 
data. the M4.Y ,and MIN values are determined that are the 
niaxiinum and minimum feature values for entire data set, 
respectively. As shown in Figure 5, three membership 
functions denoted by ‘S’ (small), ’M (medium), and ‘L’ 
(large) are generated. Note that these membership 
functions are specified by h f IN  and M4X, as shown in 
Figure 5. Then thee fuzzy data is computed for each 
feature values and uses these data as the input data to 
neural networks. In Figure 5 p U , ( x j ) ,  p M ( x i ) ,  and 

p L ( x , ) a r e  tluee fuzzy data of an input feature value 

(x,) .  corresponding to linguistic variables of ‘S’, ‘M,  
and ‘L’. respectively. The trapezoidal membership 
function. as shown in Figure 5. locates at the average 
value of features of the same defect, and has a maximum 
value of 1 over the limited range that is specified by the 
standard deviation of tlie fcature value. To generate a 
linguistic variable the average and standard deviation of 
tlie feature values of tlie defect is computed. Then the 
interval between MIN and MU‘ is hiformly divided into 
several subintervals, where MIN and MAX represents the 
ininimum and maximum of average values of the specific 
feature. respectively. The membership function of each 
image is centered at the average value of the features of 
the defect. Variation of feature values for the same image 
is allowed by employing tlie trapezoidal membership 
function, i.e. tlie width at die top of the trapezoidal 
memberslup function is set to oj. where oj denotes the 
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CLASSIFICATION METHOD CLASSIFICATION RATE (%) 

Euclidean Distance Method ~w 81.1 

Triangular Membership Function b 

Trapezoidal Membership Function - 
Triangular Membership Function -4 91.7 I 

83.2 

85.7 

Trapezoidal Membership 93.2 

Table 1. Classification rate by various methods 

standard deviation of the rth feature \slue Notc tlui for 
input data greater (smaller) than A&\- (.ddIh') the 
membership I alnc IS clipped to 1 (0) These iiieiiibeisliip 
functions for 50 images are stored 111 a database for ncutal 
network leaniing 

neuro-fuzzy algorithm and other conventional algorithms. 
From Table 1 it can be observed tliat the proposed neuro- 
fuzzy algorithm using a trapczoidal membership function 
yields better classification results than the Euclidean 
distance method, EBP algorithm, and fuzzy-based 
algori tluns. 

6. Experimental Results 
7. Conclusion 

Underground pipe colour iinages of 250x256 pr\cls 
are used to test the proposed app~oacli Fifty sample? are 
used for training and twenty-fi\ c s;imples for testing For 
each crack typc twenty-five 2 5 h 2 3 6  images are obtained 
wth different illumination and background conditions, 
each image umforiuly quantized to eight bits All the 
feature valnes uscd for training and testing are the 
nornialt sed val ties 

For perrorniance coniparison with the proposed 
neuro-fuze, algorirlun. conventional algoritluiis such iis 
Euclidean distancc method, EBP algorithm. and fuzzy 
methods with triangular and trapezoidal niemberslrip 
functions are simulated. 

In tlic modified EBP algoritlim to reduce ihe 
computational coniplesity and IO avoid local miiiiiiia 
problem. die lcaruiiig 'rate and iiioiiientitiii factor ;ire 
varied adaprixl!,. In [lie input laycr. there exist five nodes 
for five features. bur tluee miirons i n  output layer for rlirce 
class of pipc defect. Tlic niinibcr of nodes in thc liiddcn 
layer is determined csperirnentally. I n  the proposed ncuro- 
fuzzy algoritlini fifteen fuzzy data is used in the input 
layer and i n  the hidden and oittpul laycr the same niunbcr 
of neurons arc used as  in tile iuodificd EBP algoritlitii. 
Table 1 shows tlic classification results b!; the proposed 

In tlus study, an underground pipe defect 
classification using a neuro-fuzzy algorithm is proposed 
that combine the conventional backpropagation algorithm 
and the fuzzy concepts. In  the pre-processing step, the 
cracks are detected froin the background of the pipe 
surface, arid then five crack features are extracted. These 
features are fuzzified and applied to the modified 
backpropagation algoritlun in the classification step. 
Simulation results show that the proposed neuro-fuzzy 
algorithm using a trapezoidal membership function gives 
better classification results than the conventional 
algoritluns. Further research will focus on development of 
efficient learning and classification algorithms for a large 
set of underground pipe imagcs. 
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