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Abstract

Vehicle tracking in environments containing occlusion and clutter is an active re-
search area. The problem of tracking vehicles through such environments presents a
variety of challenges. These challenges include vehicle track initialization, tracking
an unknown number of targets and the variations in real-world lighting, scene con-
ditions and camera vantage. Scene clutter and target occlusion present additional
challenges. A stochastic framework is proposed which allows for vehicles tracks to
be identified from a sequence of images. The work focuses on the identification of
vehicle tracks present in transportation scenes, namely, vehicle movements at in-
tersections. The framework combines background subtraction and motion history
based approaches to deal with the segmentation problem. The tracking problem is
solved using a Monte Carlo Markov Chain Data Association (MCMCDA) method.
The method includes a novel concept of including the notion of discrete, indepen-
dent regions in the MCMC scoring function. Results are presented which show that
the framework is capable of tracking vehicles in scenes containing multiple vehicles
that occlude one another, and that are occluded by foreground scene objects.
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Chapter 1

Introduction

1.1 Problem Context

The work presented in this thesis was motivated in part by a need identified in the
urban transportation planning industry to reduce the cost of collecting transporta-
tion data by replacing manual methods with computer vision tracking algorithms.
In order to understand and investigate the operation of transportation networks,
the urban transportation planning industry engages in traffic monitoring activities.
These engagements involve manually capturing information about the operation of
a given transportation environment. Examples include intersections, drive-throughs
and highways, as shown in Figure 1.1. The use of computer vision tracking tech-
nology to address this identified need has the potential to greatly reduce the costs
traditionally associated with manual counting methods. In addition to the poten-
tial for cost savings which arise from using computer vision tracking technology
to collect traffic data, the technology is capable of providing more accurate traffic
data as compared to manual methods. The traffic engineering community gener-
ally recognizes that the long duration, high vehicle volumes and mundane nature
of manually collecting traffic data result in inconsistent and inaccurate data.

The objective of this thesis is to propose and develop a stochastic framework which
will allow target tracks to be identified from a sequence of images. The stochas-
tic framework is based on a data-oriented combinatorial optimization method for
solving the Monte Carlo Markov Chain data association problem [42] and Bayesian
recursion [47]. The method takes a deferred logic approach, meaning that the as-
sociation of targets between frames considers all available data for a given time
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Figure 1.1: Example Transportation Scenes: (a) Highway, (b) Intersection, (c)
Drive-through.

period. This allows the initialization of a new track to be based on the entire his-
tory of observations for a given track. The framework presented is computationally
efficient, and the Monte Carlo nature lends itself to application in parallel com-
puting. In particular, this thesis will focus on the identification of tracks which
pertain to real-world transportation scenes. The framework was formulated to op-
erate under conditions where vehicles exist under conditions of occlusion and scene
clutter. Although the thesis will focus primarily on the identification of vehicle
movements, the stochastic framework presented is flexible enough to track a wide
range of visually identifiable events, such as people in urban and retail environments
[20].

1.2 Problem Overview

The topic of target tracking is one which has received a great deal of recent dis-
cussion in the computer vision literature. Popular methods include kernel-based
approaches [8], [10], [28], particle filtering based approaches [13], [15], [21] and ap-
proaches based on data association [1], [12], [41]. These methods are discussed in
more detail in Section 2.3, Section 2.5 and Section 2.6 respectively.

Kernel-based methods can be effective in relatively simple tracking applications;
however, they tend to break down when the object being tracked has a tendency to
deform rapidly between frames, or to become occluded over the course of the target’s
existence in a given scene. Depending on the type of kernel metric selected, the
effects of shadowing can also cause kernel based tracking methods to break down.

Particle-based tracking methods have the advantage that they can simultaneously
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represent multiple hypotheses about a target’s state. Depending on the rate of de-
cay that is selected in the algorithm, particle methods also have the ability to keep
a memory about the evolving state of an object over subsequent images. This can
be useful for resolving targets through situations of occlusion. The disadvantage of
these methods is that they require relatively accurate target initialization and ter-
mination, which makes tracking an unknown number of targets in a complex scene
difficult. To approximate a number of possible hypotheses about a given target
location successfully, depending on the model used and method of parametrization,
these methods can require the use of many particles. This makes them computa-
tionally intense, meaning that real-time performance suffers.

Methods based on data association are effective at target tracking if the associa-
tions are performed over multiple image frames in sequence, although this can lead
to computational infeasibility if the association is conducted using a brute force
approach. These computational issues are further exacerbated as the number of
targets that are being tracked increases. Methods such as gating [11] can be em-
ployed in order to reduce the computational requirements. Methods based on a
Monte Carlo approaches to data association can also greatly reduce the computa-
tional requirements [33]. Monte Carlo data association will be the focus of the
tracking algorithm presented in this work.

1.3 Thesis Contribution and Organization

The primary contribution of this thesis is the presentation of a stochastic framework
for generalized vehicle tracking based on Monte Carlo Markov Chain Data Associ-
ation (MCMCDA). The framework can automatically initialize and terminate an
unknown number of tracks in scenes containing regions of occlusion and noise in the
form of scene clutter. Scene clutter can give rise to false alarms about the presence
of targets in a scene. The implementation that is discussed also utilizes scale-space
[24] and Delaunay clustering [35], which, together with MCMCDA, represent a
unique approach to vehicle tracking.

This thesis is organized into three main discussion chapters. First, a background
chapter (Section 2), provides insights into the various mathematical concepts that
contributed to the formulation of this thesis. Second, a tracking chapter (Section 3),
discusses the proposed tracking framework and its implementation considerations.
Finally, an application chapter (Section 4) highlights how the proposed framework
can be applied to vehicle tracking.
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Chapter 2

Background

2.1 General Multi-Target Tracking

Multi-target object tracking is an important, unsolved problem in many areas of
computer vision. Object tracking has application in a range of industries and ap-
plications. Examples include surveillance [33], vehicle tracking [29] and pedestrian
tracking [43]. In this chapter, many of the concepts which are central to multi-target
tracking will be discussed.

The literature about target tracking focuses on two major areas: target detection
[14] and target-track association [32]. Target detection is generally conducted in one
of two ways – either using a physical model of the target of interest [5] or using some
notion to distinguish foreground from background [23]. Both approaches have their
own inherent advantages and disadvantages. Background subtraction is the focus
of Section 2.2. Motion estimation is discussed in Section 2.3. Various clustering
strategies are discussed in Section 2.4. Probability density propagation is the focus
of Section 2.5. Target-track data association methods are discussed in Section 2.6.

Methods based on physical models of a target can be effective; however, the models
are difficult to apply to generic target tracking problems as the specific size and
structure of the target being tracked may not be known. Additionally, since an
image in an image sequence is a two-dimensional projection of a scene that is
actually three-dimensional, it is often difficult to know which aspect of a given
physical model to employ to a segmentation of the given object. In environments
where the position and angle of the camera can be controlled or estimated, and
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where the type of object being tracked is known, physical model-based methods are
effective as the computational complexity involved with matching target segments
to models can be constrained. In generalized target tracking applications, to assert
knowledge about the relative angle between the camera and the road plane, or the
specific structure of a given target being tracked is not always practical.

Once a target has been detected using either background subtraction or a physical
model-based approach, a feature vector can be generated about the detected target.
Feature vectors from subsequent frames can then be evaluated using a data asso-
ciation approach which chains together feature vectors to form tracks. A variety
of data association methods exist, such as JPDA [11] or Markov chain based data
association [16]. One of the difficulties faced with generalized object tracking is
that often the number of targets being tracked at any given time is not known.

Figure 2.1 illustrates the allowable vehicle movements that exist for a single vehicle
at a T-intersection. The figure illustrates a T-intersection where collecting infor-
mation about six of the possible vehicle movements is desired: left-out, right-out,
left-in, left-out and the two through movements. An understanding of the number
of times that each of these movements occurs is important when urban planners
are making operational design decisions about a given intersection. The various
movements that are illustrated show the vehicle tracks which are identified a priori,
and are desired to match against vehicle tracks that can be observed in the scene.

Figure 2.1: Potential Vehicle Movements at a T-Intersection: Left-out and right-
out movements are shown in red. Left-in and left-out movements are show in green.
The two possible through movements are shown in blue.

5



2.2 Background Subtraction

A key element of many target tracking algorithms is accurate background subtrac-
tion. Background subtraction [26] is used primarily to identify image regions that
contain foreground information. Foreground regions of an image include all regions
that are made up of non-static elements of the scene (i.e., vehicles). A key element
of background subtraction involves maintaining an accurate background model of
an image sequence, as the background in real-world scenes tends to be dynamic.
The background generally changes due to variation in lighting conditions, camera
vibration and environmental conditions. Depending on how a background model
is maintained, objects that persist in the scene can also change the background
model.

Background subtraction is a commonly used method for isolating pixels which cor-
respond to foreground objects of interest [52]. This inherently assumes that a
foreground object of interest is sufficiently different from the background. Assum-
ing that this assumption is valid and that an accurate notion of what makes up the
background elements in a scene can be maintained, isolating foreground elements
from the rest of the scene is possible. In the literature about background subtraction
there are two main approaches that are discussed: parametric approaches (typically
based on assumptions about the Gaussianity of the background at a given pixel [37])
and non-parametric approaches (typically based on nearest neighbor methods [19]).
In both cases, a pixel is considered to be part of the foreground if it is beyond a
certain threshold distance away from the model at any given time, as discussed in
[52]. The parameterized version of this concept is conveyed in (2.4).

A variety of challenges exist when trying to accurately maintain a model of the back-
ground in a sequence of images. For the purposes of this work, an assumption is
made that all image sequences are captured using a static camera position. In prac-
tical applications this may not always be the case; therefore, an ideal background
subtraction model should handle translation and rotation in camera position. In
addition, the background may consist of multiple scene elements at a particular
pixel, meaning that the background is not uni-modal. An example of this would be
a green bush blowing in the wind in front of a grey road. A background model that
is able to model multiple modes per pixel would result in both the grey and green
scene elements being considered background, while other coloured pixels would be
considered foreground. Finally, the ideal background model is dynamic and able to
handle slow variations in the background conditions, as well as be able to identify
when static background objects which may have been present at initialization are
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removed from the scene. Figure 2.2 illustrates the histogram of a pixel centered
on a swaying bush taken over ten seconds of video. The small black boxes in frame
1 and frame 2 of the figure are centered on the pixel in question.

Figure 2.2: Histogram of Bush Blowing in the Wind: The small black box in Frame
1 and Frame 2 is centers on the pixel that the histogram describes. The histogram
shows the pixel values present over a 10 second period of video.

To deal with the issue of multiple elements of background being present at a par-
ticular pixel, some have suggested the use of Gaussian mixture models [50]. The
remainder of this section is the formulation of a pixel-based background subtrac-
tion model based on assigning a Gaussian mixture model to each pixel in the scene.
Under the assumption that the camera view is non-translating and non-rotating,
the background model parameters can be estimated using a set of initial frames:

bi,j(t) ∼
qi,j(t)∑
k=1

πk,i,j(t)N (mk,i,j(t), σk,i,j(t)), (2.1)

subject to
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qi,j(t)∑
k=1

πk,i,j(t) = 1 ∀ i, j, (2.2)

where bi,j(t) represents the Gaussian mixture-based background model at time t,
centered on pixel (i, j), qi,j(t) is the number of modes in the mixture model, πk,i,j(t)
is the weight of mode k in the model for pixel (i, j), and N (mk,i,j(t), σk,i,j(t))
is the normalized pdf for background mode k, at pixel (i, j) and time t. The
mean of the model is represented by mk,i,j(t) and the variance is represented by
σk,i,j(t). The combination of these parameters represents a robust way to model the
background of a scene when there is slight variation in the elements which make
up the background over time.

The number of modes, qi,j(t), in the mixture model can either be asserted by forcing
πq,i,j(t) to be some value to effectively limit the number of modes, or alternatively,
can be estimated from the data using a method such as competitive clustering [13].

The conditional probability density function for the observed background is denoted
as follows:

p(fi,j(t)|bi,j(t)) =

qi,j(t)∑
k=1

πk,i,j(t)N (fi,j(t)|mk,i,j(t), σk,i,j(t)), (2.3)

where fi,j(t) represents a pixel from the video frame at time t. Background subtrac-
tion will be used to indicate the presence of background or foreground at a particular
pixel. An experimentally determined threshold, Tb, is employed as follows:

φi,j(t) =

{
background if minq

(
|fi,j(t)−mq,i,j |

σq,i,j

)
< Tb

foreground else

}
, (2.4)

where φi,j(t) represents the discrete state of the pixel fi,j(t) in the image at time t,
which describes whether the pixel is part of the foreground or background. Once
a model describing the background has been asserted, there are two stages that
must be considered to use the model: model initialization and model maintenance.
Initialization is the process of estimating the mixture model parameters for the
background when the algorithm is run the first time. Maintenance is used to ensure
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that the model parameters that are selected in the initialization step remain valid
as the scene evolves over time.

Initialization of the model can be done in a variety of ways. An example of a
background initialization method is to use samples from a given number of frames
at the start of the image sequence to estimate the model parameters. Investigation
has shown that using a trimmed Gaussian [45] approach to background model
estimation has proven to be effective as it is able to remove the effect of statistical
outliers that arise from the presence of foreground objects in the model initialization
step.

Maintenance is necessary to keep the background model up-to-date and to account
for slow variations in scene conditions, such as lighting or the position of objects that
are stationary for long periods of time. A method discussed in [52] for conducting
model maintenance is to use the following update model:

bi,j(t) =

{
(1− α)bi,j(t− 1) + αfi,j(t) for φi,j(t) = background

bi,j(t− 1) for φi,j(t) = foreground

}
. (2.5)

This update equation does not account for changes in the number of modes in the
model parameters. This could occur if, for example, the scene conditions change
from still to windy, meaning that a given pixel close to a swaying bush would
change from uni-modal to multi-modal. To deal with this case, one approach is to
periodically, or continuously, re-initialize the background model.

2.3 Motion Estimation

In this section the idea of block-based motion estimation is discussed. Motion
estimation is an important topic in tracking as it allows dynamic motion model
parameters to be accurately estimated. The advantages and disadvantages of this
method will be examined in this section. The purpose of the method is to obtain
information about the motion present in a given image sequence. Directly measured
process dynamics of an image can be included in the target tracking model.

Block-based motion estimation is discussed in the video compression literature [31].
The method is implemented such that a neighbourhood window of pixels in a given
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image, centered on a specific pixel, is searched over a larger neighbourhood window
of pixels in the previous image, centered on the same pixel. The method makes
the assumption that from frame-to-frame in a video sequence pixel intensity values
do not change and that the video source is stationary. Using some choice of differ-
ence metric, commonly a squared or absolute difference approach, the displacement
which produces the minimum difference is deemed to be the motion vector for the
center pixel. One downside to this difference-based approach is that accurate mo-
tion measurements from homogenous regions of an image are difficult to obtain.

To conduct this motion estimation using a difference measure, either pixel intensity
can be used directly, as shown in (2.6), or a discrete notion of image segmentation,
such as that produced by background-foreground subtraction thresholds, can be
employed, as shown in (2.7). For the sake of this discussion, notation is presented
for both image intensity and pixel state. Pixel velocities can be found by minimizing
the following objectives between subsequent image frames, subject to the window
displacement, d:

vi,j(t) = arg min
d

∑
wεW (i,j)

‖fw(t)− fw+d(t− 1)‖2, (2.6)

vi,j(t) = arg min
d

∑
wεW (i,j)

‖φw(t) ∪ φw+d(t− 1)‖2, (2.7)

where W (i, j) represents the neighbourhood search window over which to evaluate
the difference between the search kernel centered on w and offset by d.

Executing block-based motion estimation on each pixel in the image can be com-
putationally expensive since for each pixel in the image a search window must be
traversed to determine the displacement with the minimum difference. This oper-
ation yields a run time of O(n2 ·m2 · k2) where n2 is the size of the image, m2 is
the size of the search window and k2 is the size of the kernel window that is used
in the template match. To reduce the run time, the algorithm is run on a subset
of pixels in the image and the results are interpolated over the entire image. Using
this approach leaves room to use larger search windows. A larger search window
is advantageous to model more of the image structure, whereas a smaller search
windows increases match ambiguity. A problem that arises from a window that is
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too large is that too much structure is included, and if the structure deforms too
much between images in sequence due to rotation and scaling an accurate match
cannot be made.

2.4 Clustering Techniques

In this section the problem of grouping related data, commonly referred to as clus-
tering, is examined. In the context of this thesis, clustering is used primarily in
model initialization and image segmentation. An important property of any cluster-
ing algorithm, specifically those used in target segmentation, is that the algorithm
produce consistent clusters between frames as the clusters tend to evolve organi-
cally. This is especially important in tracking applications, since the clusters found
in target segmentation are used directly in tracking and must produce consistent
parameterizations from frame to frame. Any clustering algorithm used for segmen-
tation should also be robust to noisy data.

In this section, two parametric clustering techniques will be examined: K-Means
and competitive clustering, as well as non-parametric K-Nearest Neighbor.

2.4.1 K-Means Clustering

The K-Means clustering algorithm [38], [44] is used to partition a set of samples
into disjoint subsets, known as classes, which contain samples such that the sum-
of-squares criterion (2.8) is minimized. The criterion is presented below:

J =
K∑

k=1

Nk∑
n=1

(x̂n,k − µk)
2, (2.8)

where x̂n,k represents one of Nk samples associated with class k, and µk is the mean
value of the Nk samples contained in class k. The major advantage of this algorithm
is the ease of implementation. K-Means requires that the number of classes, K,
be known. This property of the algorithm makes K-Means ill-suited for clustering
applications where K is not know a priori. Extensions to the algorithm, such as
competitive clustering [22], can be applied which aid in evaluating K from the data.
Competitive clustering is also sensitive to initialization conditions and as such does
not always converge to stable classes, especially if data points are in close proximity
or the number of classes is asserted incorrectly.
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K-Means is implemented using a re-estimation procedure as follows. Initially, sam-
ples are assigned at random to the k classes and the mean of each class is computed.
When the algorithm iterates, each sample is assigned to the cluster with the mean
closest to that point based on the distance metric that is in use. A typical dis-
tance metric is Euclidian distance. With samples reassigned to classes, new means
are calculated. The algorithm then iterates until a designated stopping criterion
is met. A typical stopping criterion occurs when there is no further change in the
assignment of samples to clusters, meaning that the algorithm must be iterated a
minimum of two times.

2.4.2 Competitive Clustering

In this section, competitive clustering is discussed. Competitive clustering is a
clustering method based in part on concepts from fuzzy logic [49] and in part
on concepts from information theory [38]. The general principal of competitive
clustering involves iteratively minimizing the following objective function, subject
to a set of sample points denoted X = {x1, ..xn}:

J = J1 + αJ2, (2.9)

where the term J1 is at a minimum when there are as many clusters as there are
points in X, and the term J2 is at a minimum when all the samples in X are
contained in one cluster [22]. The term α controls the relative impact of each term
on the overall objective function. The value of α is initially set large to encourage
the formation of small clusters and is allowed to decay in subsequent iterations to
encourage clusters to merge with one another. At each iteration, points in X are
assigned to a cluster in a similar fashion to K-Means clustering. At each iteration,
empty clusters are removed from the set of clusters. This process is repeated until
the algorithm converges based on a stopping criterion.

k-Means Clustering Algorithm
Assign X = {x1, x2, ..., xN} randomly to C = {c1, c2, ..., cK}
t = 0
Do

µk = 1
Nk

∑Nk

n=1 x̂n,k

Assign xn to ck if arg mink |xn − µk|
t = t+ 1

Loop Until Ct = Ct−1
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Many variations to the general form of the objective function presented above
exist in the literature. An example of a variation can be found in [13]. Some
variations present more robust implementations, but each involves minimizing the
objective function with respect to a cluster parameter vector Θ = {θ1, ..., θK}, where
K represents the number of clusters. The basic implementation of competitive
clustering follows:

J =
K∑

k=1

N∑
n=1

u2
k,nd

2
k,n − α

K∑
k=1

[
N∑

n=1

uk,n

]2

, (2.10)

subject to

K∑
k=1

uk,n = 1, for n ε{1, 2, ..., N}, (2.11)

where N is the total number of samples, uk,n represents the degree of membership of
sample point xn in prototype θk, and dk,n is the distance between the point xn and
the prototype θk. Variations of this form include objective functions which account
for the stochastic degree of membership, p(dk,n), of point xn in cluster θk in the first
term, and a measure of the fuzzy typicality, denoted f(uk,n) in the second term [22].
Figure 2.3 illustrates the first four iterations in a competitive clustering execution.

This algorithm functions well to find clusters under noisy data and is computation-
ally efficient. The major downside of this algorithm is similar to that of K-Means,
in that, due to the random nature of the initial conditions, the clusters produced by
the algorithm are not stable when the algorithm is executed repeatedly on the same
data set, nor are the results stable between images when slight variations in the
features of an image occur. This is due to the fact that the algorithm converges to
local minima based on the initial conditions. This makes the algorithm ill-suited for
tracking applications, where consistent target segmentation is critical for accurate
tracking.

2.4.3 Nearest Neighbour

The nearest neighbour algorithm [34] is known as a non-parametric algorithm since
samples are used directly in the class definition and sample membership assignment.
This is contrary to model based methods that fit predefined model parameters to
the samples. K-Nearest Neighbour [38] is a variation on the Nearest Neighbour
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Figure 2.3: Competitive Clustering Results: Initial and Final Iteration of Com-
petitive Clustering. The first step (top-left) shows the large number of randomly
seeded clusters that is initially considered, and the final step (bottom-right) shows
the outcome of iterating the algorithm on the data until the convergence criterion
is met.
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algorithm, where the kth nearest point is used to conduct class assignment. This
approach is more robust to noise as long as K is chosen to be sufficiently large and
there are sufficient data points in the class to support the choice of a large K.

Nearest Neighbour Clustering Algorithm
n = 1
k = 1
dmin = DMIN

Assign xn to ck
Do

Select xn+1 = arg minj |xjεX − xn|
If xn+1 − xn > dmin Then k = k + 1
Assign xn+1 to ck
n = n+ 1

Loop Until n = N

The nearest neighbour clustering algorithm is fairly straightforward to implement
and converges rapidly. The algorithm works by iterating though the data and
performing the following steps: Assign data point xi to cluster Ck where k = 1.
Find the data point, xjεX that is closest to xi. If dist(xi, xj) ≤ dmin, then assign
xj to Ck. dmin is the heuristic minimum distance to consider two data points in
the same cluster. In the case where dist(xi, xj) > dmin a new class is created, by
setting k = k + 1, and point xj is assigned to that class. The algorithm is then
iterated until all sample points have been visited and the algorithm converges.

One advantage of this algorithm is that it can be implemented to perform in real-
time and is robust to noisy data. One drawback of this algorithm is that it requires
a heuristic minimum distant threshold to define the connectivity of a sample with a
class. In practical applications, this threshold may change as a function a position
in the scene, or as a function of time. This means global distance thresholds can
be ineffective.

2.5 Connected Components Clustering

Connected components clustering constructs an undirected graph by labeling the
pixels in an image based on pixel connectivity [27]. Different measures of connec-
tivity can be defined; however, the two most common structuring elements used
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Figure 2.4: Connected Components Clustering: (a) Illustrates four pixel connec-
tivity and (b), shows eight pixel connectivity.

to measure connectivity are four-pixel connectivity and eight-pixel connectivity.
Figure 2.4 shows the two types of structuring elements.

Two pixels are said to be part of the same connected component cluster if there ex-
ists a path between them. Allowable paths are defined by the structuring elements.
Typically, connected component labeling is performed on binary images, although
measures of connectivity involving grey scale and colour images are possible. In
the binary case, the connected components labeling algorithm traverses a row in
an image until a pixel is found where fi,j = 1. When this is found the neighbours
defined by the structuring element are evaluated. If all neighbors are 0, a new label
pi,j is assigned to the pixel. If pixel (i, j) only has one neighbor where fi′,j′ = 1,
assign pi,j = pi′,j′ . Finally, if more than one neighbor is equal to 1, we assign one
of the labels to pi,j and make note of the equivalences of the connected labels.

Figure 2.5: Connected Components Clustering Result: Result (a) Shows a binary
image mask, and (b) shows the results of connected components clustering.
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After completing the algorithm, the equivalent labels are sorted into clusters and
a unique label is assigned to each. Figure 2.5 illustrates the results of running the
connected components clustering algorithm. The different clusters are indicated
with different colours.

2.6 Mathematical Morphology

Mathematical morphology operators are derived from set theory. Morphology is
used in the analysis of binary and grey-level images and common usages include
edge detection, noise removal, image enhancement and image segmentation [40].

The two most basic operations in mathematical morphology are erosion (2.12) and
dilation (2.13). Both operators take two inputs: an image to be eroded or dilated,
denoted A, and a structuring element, denoted B,

A⊕B = {d|Bd ∩ A 6= Ø}, (2.12)

A	B = {d|Bd ⊂ A}, (2.13)

where d is the offset of structuring element. Binary morphology can be considered a
special case of gray-level morphology, where the image only has two possible values.
For a gray-scale image, structuring elements are applied directly to pixel intensity
values. For binary images, fi,j = 1 is usually taken to represent foreground, while
fi,j = 0 usually denotes background. Morphological structuring elements can be
defined arbitrarily and can be considered as a set of point coordinates. Typically,
the point coordinates are centered on the origin.

Erosion and dilation morphology operations work by applying the structuring el-
ement, B, at all points in the input image, A, where fi,j = 1, and examining the
intersection between the translated point coordinates of B and the coordinates of
A. For instance, in the case of dilation morphology, the resulting image will consist
of a new set of pixels comprised of the union of the structuring element and the
input image.
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Figure 2.6: Result (a) shows the original binary image image (200x200 pixels),
(b) shows the results of applying a dilation operation with a 7x7 pixel structuring
element and (c) shows the results of applying a erosion operation with a 7x7 pixel
structuring element.

2.7 Density Propagation

In this section, the basic ideas behind particle filtering and Kalman filtering are dis-
cussed. The discussion is broken into two sections: a discussion about the Kalman
filter and a discussion about particle filtering based on conditional density propaga-
tion. In this work, Kalman filtering, discussed in Section 2.7.1, is used to estimate
the state of a given track over time; however, this could also be accomplished using
conditional density propagation, discussed in Section 2.7.2.

2.7.1 The Kalman Filter

The Kalman filter is a recursive solution to the discrete-time linear data filtering
problem [47]. It addresses the problem of trying to estimate the state of the dynamic
discrete-time process, xt, governed by the linear stochastic equation:

xt = Axt−1 +But−1 + wt, (2.14)

where xt−1 describes the state of the target at the previous discrete time, ut−1

describes an input or control and w is the process noise. In addition, a measurement
process x̂t is denoted:

x̂t = Hxt + vt, (2.15)

18



where v is the measurement noise.

The basic premise behind the Kalman filter is that at each discrete-time step a
predict and update process is employed. The predict step is a result of the known
dynamics of the system, whereas the update step is a result of the available mea-
surements from that step. The following set of equations describes the prediction
step of the Kalman filter:

x
′

t = Axt−1 +But−1 (2.16)

P
′

t = APt−1A
T +Q (2.17)

where Q is the covariance of the process noise w and Pt is the state covariance of
xt. The next set of equations illustrates the second stage, update, of the Kalman
filter:

Kt = P
′

tH
T (HP

′

tH
T +R)−1 (2.18)

xt = x
′

t +Kt(x̂t −Hx
′

t) (2.19)

Pt = (1−KtH)P
′

t (2.20)

where Kt is known as the Kalman gain. The recursive nature of the Kalman
filter makes it a much more attractive, feasible implementation of linear discrete
state estimation than the Wiener filter; however, like the Wiener filter, the basic
Kalman filter assumes the state variable obeys linear dynamics and is Gaussian.
This assumption may not always represent the underlying truth of an evolving
state, especially in real-world environments. The extended Kalman filter [39] aims
to address the issue of non-linear dynamics by first linearizing the problem.

2.7.2 Conditional Density Propagation

Another approach to state propagation is particle filtering [2]. Particle filtering is
a more general approach to state estimation and is based on conditional density
propagation. In this approach, the assumption about linear process dynamics and
Gaussian distributed state variables is not part of the particle filtering formulation.
The discussion that follows describes how particle filters work and contrasts the
method to the optimal Kalman filter.
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The basic premise behind particle filtering and more specifically, the conditional
density propagation approach, is Bayesian recursion. Following the notation pre-
sented for the Kalman filter, Bayesian recursion can be denoted as follows:

p(xt|X̂t) =
p(x̂t|xt, X̂t−1)p(xt|X̂t−1)

p(x̂t|X̂t−1)
, (2.21)

where xt is the state of the target at time t, X̂t represents all observations of xt

over all time and x̂t is the estimate of the state of the target at time t. As with the
Kalman filter, conditional density propagation can be implemented as an approxi-
mation to Bayesian recursion in a two step process, the first involving a prediction
step based on the process dynamics of the system, and the second involving an
update step which works by conditioning the model based on the observational
density. These two concepts are presented and discussed below. The main differ-
ence between the particle filtering method that is described and the Kalman filter
is that the particle filter represents a time-dynamic stochastic process with a set
of discrete particles, Υt = {υt,1, .., υt,NΥ

}. Υt tends toward the distribution of xt as
NΥ →∞, where NΥ represents the number of particles in the set.

Process Dynamics: The process dynamic step in a conditional density propa-
gation implementation is meant to shift existing particles in Υt to a new state.
In this formulation, the process dynamics of the scene do not necessarily have to
be linear. The process dynamic step of conditional density propagation can be
mathematically denoted as follows [30]:

p(xt|X̂t−1) =

∫ t

t−1

p(xt|xt−1)p(xt−1|X̂t−1)dx (2.22)

The above notation can be considered as any time-dependent perturbation of a
stochastic system. In the case of a tracked target this perturbation is due to the
target’s physical dynamics.

Observational Density: Once the particles in Υt−1 have been predicted forward
they are denoted Υ

′
t−1. At this point the observational density step is conducted.

This step is meant to condition Υt−1 based on the actual measured state, x̂t. A
variety of approaches for this conditioning are discussed in the literature. The
approaches vary depending on the particles used to represent the state that is being
propagated; however, if the particles which make up the state can be considered as
Gaussian, a common approach is to condition each particle based on a notion of
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distance between the particle and the nearest measurement. Typically, a minimum
probability is set to account for cases of missing measurements. This minimum
probability approached is accomplished by truncating the probability measured
from the Gaussian distribution at an arbitrary minimum threshold, as illustrated
in Figure 2.7.

Figure 2.7: Truncated Gaussian used in Observational Density

Once each particle in Υ
′
t−1 has been conditioned based on the measurements, a

set Γt = {γt,1, .., γt,NΥ
} results. This set represents the conditional probability of

each particle in Υ
′
t−1 and is used to re-sample Υt. This results in particles with

strong likelihood to be more likely to survive re-sampling stage, while particles
with weaker likelihood are less likely to be propagated. The minimum probability,
illustrated in Figure 2.7, ensures that when the particles are re-sampled, particles
that are missing corresponding measurements still have a chance to propagate. The
conditional density step can be mathematically approximated under the Markov
assumption as follows:

p(xt|X̂t) ≈ p(x̂t|xt)p(xt|X̂t−1) (2.23)

A possible extension to conditional density propagation involved having new par-
ticles flow into the recursive implementation. In order to facilitate this, NΥ −MΥ

particles would be re-sampled in the observational density step, where NΥ is the
total number of particles allowed to propagate, and MΥ is the number of new par-
ticles injected into the model. This is a useful strategy when it is desired to have
new model characteristic flow into the density model. An example of this would be
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if a new target appeared onto a scene and it was desired to add that target to the
scene model for tracking.

2.8 Probabilistic Data Association

Data association techniques are of great importance in tracking applications. A
variety of methods are discussed in this section. The two classes of data association
are sample based and model based. An example of a sample based filter is the
Nearest Neighbour Standard Filter [48]. An example of a model based filter is the
Probabilistic Data Association (PDA) filter [7]. Evaluating PDA involves assigning
a probability that a particular sample can be associated with a particular target.
This is accomplished by relating a sample to a prior model which describes a given
target based on some distance metric.

An extension of the PDA filter, called the Joint Probabilistic Data Association
(JPDA) filter [51], allows for observed samples to be considered jointly for associa-
tion with multiple targets. One of the major advantages of the JPDA is its ability
to track targets through occlusion and clutter due to its ability to simultaneously
represent all possible combinations of measurements. It is also able to handle tar-
gets which exist in close proximity to one another. JPDA will be discussed in detail
in this section. A major problem of JPDA is that it requires considerable compu-
tation to compute all possible associations. Methods have been proposed which
limit the computational complexity of evaluating the joint association. One such
method is called gating [17], which is illustrated in Figure 2.8.

The primary role of gating in data association problems is to reduce the overall
computational complexity. This is accomplished by drastically reducing the number
of measurements which must be considered for association with a particular class.
Gating is conducted by demanding that a measurement must fall within a minimum
distance of a given target. The example points x and y, shown in Figure 2.8 would
be associated against class A, and points y and z would be evaluated against class
B. In the case where classes are well separated in feature space, gating can greatly
reduce the required computation.

Since a given measurement is gated based on its distance to a target, an appropriate
distance measure must be defined. If it is assumed that the probability density
function of target can be represented as a Gaussian, then the distance can be
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Figure 2.8: The points x and y would be associated against class A and points y
and z would be evaluated against class B.

computed as the Mahalanobis distance between measurement and target. The
Mahalanobis distance [38] can be expressed as:

di,j = (zi − µj)Σ
−1
j (zi − µj)

T (2.24)

where di,j is the distance between the sample zi and the jth target and µj and Σj are
the mean and covariance of class j. In order for a measurement to be considered
in the association problem of target j, the distance must be less than the gate
threshold, denoted as Tg.

One of the shortcomings of using traditional JPDA is that its computation com-
plexity increases exponentially as either the number of targets or number of mea-
surements increases. This increased computational complexity is greatly mitigated
by the introduction of gating and under the assumption that targets are well sep-
arated in feature space. The literature also discusses methods to further reduce
the computation load of JPDA, for example by constructing feasibility matrices to
limit the number of evaluations that are required [18].

Another way to reduce the computational complexity of evaluating the likelihood
of the various feasible solutions would be to employ notions from dynamic program-
ming [4] and graph theory [9]. It is possible to use dynamic programming be-
cause the probabilities of the composite events which make up the joint associative
probabilities, are independent of their membership in a particular configuration of
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measurement. As such, the probability of each composite configuration of measure-
ments must only be evaluated once, regardless of the number of times it appears.
This can be accomplished using a tree or graph structured implementation.

2.9 Conclusion

In this chapter, various topics that represent different aspects of common, end-
to-end tracking methods have been discussed. The algorithms that were covered
included foreground identification methods, use to isolate objects in a scene, motion
estimation methods, used to measure the dynamic aspect of an object in a scene,
clustering techniques that can be used to combine measured information about
objects in a scene, density propagation methods that can be used to propagate the
state of an object through time, and data association methods than can be used to
uniquely identify persistent objects in a scene.

Many of the methods that were discussed in this chapter provide the basis for the
work presented in the remainder of this work. The material that was covered,
provides an overview of the fundamental mathematical concepts required to under-
stand the next chapter. In the next chapter, a framework is proposed for represented
objects in a scene using a graph-based structure. A Monte Carlo Markov Chain
method for tracking is also developed that take advantage of this graph structure,
as well as many of the concepts presented in this chapter. The tracking method
also combines additional feature extraction and motion estimation methods.
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Chapter 3

Target Tracking Algorithm

The objective of this chapter is to present the proposed target tracking algorithm in
some detail. A high level system model of the algorithm is initially presented which
aims to provide context to the remainder of the chapter. Discussion about various
features and methods of extraction that will be employed in the tracking algorithm
follows. The tracking framework that is described in this chapter has been designed
to function in environments containing an unknown number of target initializations
and terminations under conditions of occlusion and clutter.

This chapter is broken into six sections. Section 3.1 provides an overview and dis-
cussion about the tracking algorithm that has been developed in this thesis. Section
3.2 presents notation that is used to discuss the remainder of the chapter. Section
3.3 presents a method for identifying features and extracting information about
them. Section 3.4 discusses a method for estimating the motion of the identified
features. Section 3.5 deals with segmenting targets, Section 3.6 develops a tar-
get tracking model and suitable scoring function and Section 3.7 discusses how to
identify target tracks using data association.

3.1 Tracking Algorithm Overview

In this section a target tracking algorithm is developed to address the following
problem statement: It is desired to develop a multi-target tracking method for
determining the paths that vehicles take through an arbitrary transportation scenes.
In the scenes, the number of vehicles is not known a priori and is subject to change
over time. For this application, it can be assumed that the transportation scene in
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question comes from a non-translating, non-rotating camera source. In addition,
vehicles in the scene can vary in size, speed of travel and orientation relative to the
camera.

The method that is developed in this chapter extracts the position of targets
from images in sequence, estimates the motion of these targets and finally combines
the located targets into tracks. The algorithm that is developed has particular ap-
plication to vehicle tracking but can be extended to other object tracking problems.
Figure 3.1 illustrates the system diagram for the algorithm. The algorithm that is
developed employs a method of scale-space extrema [25] localization and Delaunay
clustering [35] to achieve target segmentation. Motion estimation is achieved using a
hierarchical motion estimation approach. Target-track association is accomplished
using a MCMCDA [46] approach.

Figure 3.1: Overview of Proposed Tracking Algorithm. Section numbers are indi-
cated inside the brackets.

Feature extraction is used to extract information from a sequence of images that can
be used for tracking. In this work, we address feature extraction by first construct-
ing a scale space for the given image. We then identify scale-space extremum points
from the constructed scale space and use background subtraction to identify which
extremum from the image belong to foreground targets of interest. Background
subtraction is possible since the video sequence is known to be from a static (non-
translating, non-rotating) camera source. This work also employs feature based
motion estimation on scale space extrema points which have been identified as be-
longing to foreground. This combined motion history, background subtraction and
feature information provides the basis for target segmentation.

Upon completion of the feature extraction step, the scale space extrema points are
associated with one another into targets. These clusters represent the targets we
desire to track – in this case, vehicles. The clustering step presents a variety of
challenges. First, the number of clusters is not known for a given frame in the
image sequence, nor is the number of clusters necessarily a function of the number
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of clusters present in the previous frame. Additionally, clusters can appear and
disappear due to occlusion, target creation, target termination and false alarms.
Due to the fact that vehicles can vary in shape, size and aspect relative to camera
position, the nature of the clusters in a given image is also unknown. Clusters do
not necessary adhere to a particular size or shape. Finally, clusters can exist in
close proximity to one another and can split and merge from frame to frame.

A good clustering algorithm for this application should be able to identify an un-
known number of clusters, of unknown shape and size which exist in close proximity
to one another. It is also desirable to have this algorithm operate on low informa-
tion content, and to be robust to clutter in an image. The algorithm should also
produce stable clusters when executed repeatedly on a single image and should
converge to similar clusters between images in sequence if information in the scene
evolves organically – that is they change only slightly in terms of size, shape and
orientation between frames.

The final step in the tracking algorithm is to determine the various tracks that a
particular object takes through a scene. This step, known as the data association
step, must be able to ascertain a single track that is indicative of each of the targets
from the multiple measurements that have been taken over time in the scene. A
well-suited algorithm for the identification of vehicle tracks will be able to perform
effectively under conditions of strong occlusion, in which case measurements may
be missing from the track, as well as under conditions of clutter, meaning there
will be environmental and camera noise present in the scene. Given the application
domain, the algorithm should also be able to function in as near real-time as possi-
ble. Another advantageous property of the tracking algorithm is that it should be
stochastically based. This will allow for multiple hypotheses to be stored about a
given track, increasing the probability that over time the correct vehicle tracks will
be identified.

While developing this tracking algorithm, two criteria were used to guide the choice
of algorithmic approach and implementation strategy. These were real time perfor-
mance and the ability to implement the algorithms in parallel. Although these two
topics will not be a considerable focus of this thesis they are important factors to
consider in the event the algorithm is used in a commercial application.
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3.2 Tracking Algorithm Notation

In this section, the mathematical notation used throughout the remainder of this
chapter is presented. The notation is meant to provide the foundation upon which
the tracking algorithm is based. A solid understanding of this notation and what
it is aiming to represent is therefore vital to a firm understanding of the remaining
aspects of this work.

3.2.1 Image Sequence

The image sequence FT , contains a set of images:

FT = {F(0),F(1), ...,F(T )} , (3.1)

where F(t) denotes the image at time t ∈ {0, 1, .., T}. A specific pixel in F(t) can
be defined as fi,j(t). The term fi,j(t) is a vector, representing the various colour
channels that exist for a given pixel. Under the assumption that the sequence of
frames is in the RGB colour space then:

fi,j(t) =

 ri,j(t)
gi,j(t)
bi,j(t)

 . (3.2)

This notation could be extended to include a three-dimensional representation of an
image. Three-dimensional image modeling would reduce the potential for occlusions
to be present in the scene. This type of image representation would be denoted by
fi,j,k(t); however, for the remainder of this work two-dimensional image notation
will be employed. For the purposes of this work certain assertions about FT will
be made, although these assertions are not explicitly required. The main assertion
is that FT is derived from a non-translating, non-rotating image sequence (i.e. the
camera generating the image sequence is stationary). In addition, the size of the
objects being tracked are smaller than the entire field of the image sequence is
asserted. Finally, the assertion is made that the background present in the image
sequence changes slowly over time. The preceding assertions are all indicative of an
outdoor scene being filmed from a stationary camera at a distance, such as those
found permanently mounted at intersections.

To facilitate discussion about the implementation of this algorithm, a corresponding
measurement set is also defined:
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F̂T =
{
F̂(0), F̂(1), ..., F̂(T )

}
, (3.3)

where F̂(t) = F(t) + WF (t), WF (t) being the measurement noise. Similarly, there
exists a pixel based measurement representation, defined as f̂i,j(t) = fi,j(t)+wi,j(t)

3.2.2 Image Feature Graph

To greatly reduce the computational requirements of this implementation, a change
of basis is proposed which abstracts information content found at the pixel scale
into features, known from this point on as information regions. To accomplish this
change of basis the information in FT is clustered and measured. Techniques for
this clustering will be discussed in Section 3.5.

Information regions can be thought of as components of the targets being tracked,
meaning a set of these information regions constitutes a target. A time-series of
the sets of information regions is defined as

ST = {S(0),S(1), ...,S(T )}. (3.4)

As with the pixel based notation, a corresponding measurement set ŜT is also
defined. At every discrete time step of the tracking algorithm, the information
regions can be denoted

S(t) = {s1, s2, ..., sNS(t)
}, (3.5)

where the information region is distributed as sk ∼ N (µk(t),Σk(t)) and NS is the
number of information regions in the set. The time index is not included unless
ambiguity exists, in which case the sub-targets are denoted as sk(t). Corresponding
measurement notation is also defined as Ŝ(t) = {ŝ1, ŝ2, ..., ŝNS(t)

}.

In addition to the set describing the information regions, a set is introduced which
describes the associations between information regions within a given image:

Ψ(t) = {ψsi(t),sj(t)}, (3.6)

where ψsi(t),sj(t) = p(|si(t)− sj(t)|), i, j = 1, .., NS(t) and i 6= j.
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3.2.3 Targets

Given the set of information regions ST , there exists a set of targets RT (i.e. vehi-
cles),

RT = {R(0),R(1), . . . ,R(T )}, (3.7)

where the set R(t) represents the targets that are present at time t, and can be
expressed

R(t) = {r1, r2, . . . , rNR(t)
}, (3.8)

where rk is the state vector that describes a given target and NR(t), denotes the
total number of targets present at time t ε {0, 1, . . . , T}. The connection between
ST and RT can be thought of as {s1 ∪ s2 ∪ .. ∪ sNS(t)

} = {r1 ∪ r2 ∪ .. ∪ rNR(t)
}.

3.2.4 Tracks

Given the set of targets, RT , there exists a set of target tracks ΩT (e.g. vehicle
trajectory over time) that describes all target tracks for t = 0, 1, . . . , T :

ΩT = {τ1, τ2, . . . , τNτ}, (3.9)

where Nτ denotes the total number of target tracks over all time. Each target in
RT arrives on the scene at time ta and exits the scene at time tb; therefore, track i
can be expressed in terms of targets as

τi = {rj(ta), rj(ta+1), . . . , rj(tb)}, (3.10)

where ta ≤ tb ≤ T . Na,t is the number of new targets at time t, Nz,t is the number
of terminated targets, Nd,t is the number of detected targets and Nf,t is the number
of falsely identified targets.

3.2.5 Notation Overview

The notation that has been defined in this section defines a structure that can be
used to construct targets and tracks. Figure 3.2 illustrates the structure that has
been defined in this section.

30



Figure 3.2: Target-Track Structure: The structure illustrated is meant to show how
all the terms defined in Section 3.2 relate to one another.

3.3 Scale Space Feature Extraction

To implement a successful vehicle tracking algorithm, the ability to produce stable,
consistent image features in successive frames of an image sequence is of paramount
importance. In essence, the objective of this step of the algorithm is to segment
a given image in an image sequence and represent those segments stochastically.
Put succinctly, an appropriate method for image feature localization must have the
following two properties: (1) the method must be able to consistently parameterize
features and (2) the method must generate parameters that are stable and robust
to slight variation in scale, rotation and aspect. Throughout the investigative ef-
forts conducted as part of this work, a variety of methods for identifying stable
image features were examined. These methods included K-Means clustering [44],
expectation maximization (EM) [6] and competitive clustering [13].

Each of these methods presented unique challenges that made them unsuitable for
use in the image feature extraction step of object tracking. K-Means clustering
was initially examined as a means to construct information regions, ST . This
method demanded that the number of clusters be known a priori. This method was
abandoned early as an option, due to the fact that the number of image features
is not known. EM and modified K-Means methods, such as competitive clustering,
were also abandoned since these methods were unable to converge to stable clusters
when run repeatedly on a single image, and moreover the methods were unable to
converge to stable clusters when executed on successive images in a video sequence.
The major reason for these shortcomings is that both EM and competitive clustering
are data-oriented stochastic methods and the problem we wish to solve involves
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identifying features which are often made up of only a small number of data points
(i.e. pixels). This meant that the parameters produced by these methods were
unstable.

Upon the realization that data oriented clustering methods would not yield con-
sistent, stable image features it was decided to examine a method based on the
identification of scale space extrema points. This concept is covered extensively in
[24] and [25]. Scale space extrema points are capable of representing image features
in a stable and consistent fashion. For the purpose of this work, the method will
be used to localize image features ST , in the image sequence FT , which will then
subsequently be used for target segmentation, RT .

To facilitate searching for scale space extrema points, a scale-space must be con-
structed. A scale space is constructed by applying a continuous function, L(σ), to
an image, which results in a structure that is capable of simultaneously represent-
ing features of an image across all scales. In order to construct a scale space in
a computationally efficient manner, the scale space is discretized and a cascading
filtering approach is employed to build a difference-of-Gaussian structure. In this
application a cascading filter is accomplished by iteratively applying a Gaussian
blur to an initial candidate image, based on a scale parameter σ. This difference
of Gaussian structure is built by first convolving a Gaussian kernel with an input
image, F(t), to produce

L(t, σ) = G(σ) ∗ F(t), (3.11)

where σ is varied over all desired scales in the discretized space and G(σ) is the
two-dimensional Gaussian kernel function:

G(σ|(x, y)) =
1

2πσ2
e−(x2+y2)/2σ2

, (3.12)

where (x, y) are the image coordinates. The next step in identifying scale space
extremum is to evaluate the difference-of-Gaussian, computed as the difference be-
tween adjacent scales of L. A scaling factor kε< is introduced to describe the
difference in standard deviation used between these scales. The difference of Gaus-
sian is computed as:

D(t, σ) = L(t, kσ)− L(t, σ). (3.13)
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Once the set of difference-of-Gaussian images has been constructed, the second
step in the identification of scale space extremum points is extremum localization.
Scale-space extremum points are defined as points in space that either have a higher
or lower value than all the points within a defined local radius for both the scale
of the point and the scales directly above and below the point. Extremum points
with a low scale space response can be removed from the set by evaluating the
local image gradient that surrounds an extremum point. To reduce the computa-
tional complexity only points that are extremum in one scale are evaluated against
corresponding points in scales above and below.

After an extremum point has been localized, and the points which do not meet a
local gradient threshold are removed, the set S(t) is initialized from the remaining
points. The set S(t) comprises {si}, constituting information regions. Each feature
point si is made up of information about its position, local image intensity and
process dynamics (motion gradient of the image feature). Initially, only the position
and local image intensity information of the element are set, based on the identified
scale-space extremum points and corresponding information.

3.4 Hierarchical Motion Estimation

Upon identification of image extremum points and subsequent construction of in-
formation regions, S(t), the next step in the proposed target tracking algorithm is
to estimate the motion of the information regions. This motion information can be
used to estimate the dynamics of the targets. Motion estimation is a very impor-
tant topic in target tracking. The most common approach to motion estimation is
block-based matching using a sum of absolute difference criterion:

SAD =
∑

wεW (x,y)

|fw(t)− fw+d(t− 1)|, (3.14)

where fw(t) and fw+d(t−1) are regions of successive images in an image sequence, W
is the area from which all search window are selected and (x, y) is the pixel index
of the centroid of a given search window. In this work the use of a hierarchical
approach to motion estimation is proposed. This approach can be thought of as
an efficient approach to narrowing the search for the block which minimizes the
sum of absolute difference criterion. A hierarchical approach to motion estimation
is approached by first constructing two image pyramids for each of the two image
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regions that it is desired to determine a matching region. Here, the image pyramid
approach is especially attractive since the pyramid structure constructed previously
for the identification of scale space extremum points can be reused.

The hierarchical motion estimation algorithm that was used for this work follows:

1) For a given si, in S(t), construct an image pyramid, ∆i from the pixels that
parameterize si. To accomplish this pyramid construction efficiently the same down
sampling rate is used as the pyramid constructed for the identification of scale
space extremum. This means the pyramid structure constructed in this step can
be reused.

2) For a given si, construct a set of pyramids from the pixels centered on the feature
point and found within a defined search window WΛ, denoted ∆Λ,i. As with the
previous step, the down sampling rate is selected such that previously constructed
pyramids can be reused.

3) For the first iteration m = N∆, where N∆ is the number of levels in the image
pyramid and m is the pyramid level index. −→w Λ,m denotes where the minimum
absolute difference search will be centred when the algorithm iterates to m = m+1,
i.e.,

−→v Λ,m+1 = arg min
d

(∆i,m −∆Λ,i+d,m). (3.15)

4) Step 3 is repeated until the bottom level of the pyramid, m = 1 is reached. The
final result is denoted −→v Λ and represents the position of the minimum difference
between ∆i and ∆Λ,i at pyramid level m = 1.

Results are presented in Figure 3.3 which demonstration the effectiveness of the mo-
tion estimation approach in transportation images. Motion vectors are illustrated
with red lines. The length of lines indicated the relative magnitude of the motion
vector. One downside of the method is that targets that lack sufficient texture, or
are too small relative to the image resolution, generate erroneous motion estimates.

Upon successful execution of this algorithm, the dynamics of S(t) are included in the
information regions. The next step of the algorithm is to assemble the information
regions into targets using the information about the position, colour and dynamics
of the feature.
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Figure 3.3: Results in (a) and (b) show two sample frames from a transportation
scene with corresponding motion estimates.

3.5 Delaunay Triangulation Clustering

In this step of the tracking algorithm grouping information regions from S(t) in such
a way as to create targets, denoted R(t), is desired. An ideal clustering algorithm
must be able to create clusters when the number of such clusters is unknown. An
ideal algorithm must also be able to produce clusters that are repeatable given a
set of data. The algorithm should also be have the potential to run in realtime.
In this work the use of a clustering algorithm based on Delaunay Triangulation is
proposed.

Delaunay Triangulation is the dual of the Voronoi Diagram [3] which partitions a
set of points in space into cells, one cell for each point. The cells are selected in such
a way that the area contained in each cell is closer to the point contained in the cell
than any other point in the space. In a Delaunay diagram the edges in the graph
connect two points that have Voronoi cells sharing a common boundary. Under
the assumption that information regions that make up targets are connected to one
another, assume that feature points that are closest to one another are the only
points that need be considered as part of the same object is reasonable. Figure 3.4
illustrates the resulting Delaunay graph constructed from S(t).

A clustering algorithm based on Delaunay Triangulation is used [35] which is com-
prised of the following steps:

1) Construct the Delaunay graph out of the position components of S(t).

2) For each vertex in the Delaunay graph, which can also be thought of as each
information region in the image, the average length of the incident edges (i.e. the
connections between graph vertices) is calculated, subject to
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Figure 3.4: Delaunay Triangulation clustering of image features extracted.

µsi
=

1

Nsi

Nsi∑
j=1

|ψsi,sj
|, (3.16)

where Nsi
is the number of incident edges that exist at the point si and ψsi,sj

is the
association along the given edge.

3) Next the standard deviation of the incident edges is calculated subject to

σsi
=

√√√√ 1

Nsi

Nsi∑
j=1

(µsi
− |ψsi,sj

|)2. (3.17)

4) To consider both the local and global edge effects in the formulation, consider
the global average standard deviation of the edge association,

σS =
1

NS

NS∑
i=1

σsi
. (3.18)

5) The next step in the clustering algorithm is to remove all incident edges from
the Delaunay graph which do not conform to the following criterion:
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ψsi,sj
> (µsi

+ σS). (3.19)

Once this removal step has been completed, the vertices that are still connected to
one another along incident edges can be considered part of the same object.

6) The last step in the clustering algorithm is to compute the mean and covariance
of all state values for all information regions in the graph that remain connected.
The targets, denoted R(t) are then filled with these mean values.

This data driven clustering algorithm was found to be effective at identifying targets
in S(t) when the targets are not in close proximity to one another. When targets do
appear in close proximity, the method’s effectiveness is diminished. This diminished
performance can be improved by taking additional feature vector information into
account when evaluating the distance along an incident edge. An example of an
effective feature vector to include is the motion of the information regions in S(t),
since the information regions making up a target tend to have highly correlated
motion.

3.6 Tracking Model

In this section, the problem of tracking an unknown number of targets is considered.
Targets can appear and disappear at random and the scene can contain noisy
measurements as well as an arbitrary number of target births, target terminations,
false alarms and undetected targets. Each target’s motion is defined by dynamic
and measurement models:

rt = A∆trt−1 + ∆twt, (3.20)

r̂t = Hrt + vt, (3.21)

where $t and vt are Gaussian noise with zero mean and where A is the state
transition model, and H is the observation model which maps the state space into
the observation space. Two versions of the motion model are presented. The first
model would be appropriate for tracking moving vehicles since vehicles tend to
travel in predictable straight line paths over a small number of frames. For the first
model, a target’s state can be described as
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rt =


xt

yt

δxt

δyt

 . (3.22)

More complicated models which take into consideration the colour and structure of
an object could also be considered. The motion model is as follows,

rt+1 =


1 0 ∆t 0
0 1 0 ∆t
0 0 1 0
0 0 0 1

 rt +


α∆t 0 0 0

0 α∆t 0 0
0 0 β∆t 0
0 0 0 β∆t

wt, (3.23)

where α and β represent the noise components for position and velocity respectively.
α and β can be selected based on the properties of the moving objects in a scene.
Relatively higher values of α and β are used as the uncertainty about the dynamic
behavior of a target increases. The second is a random walk model, which would
be better suited to tracking pedestrians since pedestrians have a tendency to travel
in unpredictable erratic paths as compared to vehicles. For this model a target’s
state can be described as,

rt =

[
xt

yt

]
, (3.24)

and the motion model is as follows,

rt+1 =

[
1 0
0 1

]
rt +

[
α∆t 0

0 α∆t

]
wt. (3.25)

Now that the motion model for the targets has been defined, a formulation for
target track prior that will be used for the scene is derived.

Assume that the scene given at time t is denoted by Et. Et represents the joint
probability distribution between all targets inRt and tracks in Ωt. This relationship
can be mathematically denoted as

Et = Rt � Ωt. (3.26)
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In addition, assert that Et can be subdivided into multiple regions, R = {r1, r2, .., rNR
}.

Each region, r in R is also assumed to be independent. In a scene comprised of a
single camera, this subdivision can be accomplished by dividing a given image into
multiple sections. This concept can also be extended to scenes constructed from
multiple cameras views as well. Next, we define notation for a specific discrete
partition that is selected from the joint association distribution, Et, which defines
the track-target associations as ω. Given the independence assumption, it can be
stated that:

p(ωt) =
∏
rεR

p(ωt,r). (3.27)

Next, given that an arbitrary scene can be represented completely by knowing
whether a given object point is detected or not, a false alarm or not, and either
a birth, continuation or death, it can be asserted that the posterior for the scene
can be represented as the product of the following probabilities: (1) the probability
that Nft,r measurements from time t, region r and partition ωt do not originate
from targets, (2) the probability that Ndt,r measurements do originate from de-
tected targets (3) the probability that Nat,r new targets are identified at time t in
region r, and (4) the probability that Nzt,r targets terminate. If we assume that
all hypotheses about the values of Nft,r , Ndt,r , Nat,r and Nzt,r are equally likely
given the number of targets and the number of measurements, it is appropriate to
divide the aforementioned product of probabilities by the total number of possible
partitions in ET to yield the likelihood of a particular partition.

p(ωt,r) = p(ωt,r, Nd, Na, Nz, Nf , Kt)

= p(ωt,r|Nd, Na, Nz, Nf , Kt)p(Nd, Na, Nz, Nf , Kt) (3.28)

p(Nd, Na, Nz, Nf , Kt) = p(Nd, Na, Nz, Nf |Kt)p(Kt)

= p(Nd|Kt)p(Na|Kt)p(Nz|Kt)p(Nf |Kt)p(Kt)

= p(Nd|Kt)p(Na)p(Nz|Kt)p(Nf ) (3.29)

In the interest of conciseness, the subscripts t, r are removed from the remaining
formulation, but should be considered in any implementation. Next, it is necessary
to propose models to describe each of the probabilities mentioned previously. For
our formulation it is proposed that a discrete Poisson distribution be used to model
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the arrival rate of new targets on the scene for each region, as well as for the rate
of false alarm in the measurements for a given region. A Poisson distribution is
proposed for these two scene properties because both occurrences happen indepen-
dently of the number of previous occurrences in a transportation scene. Each of
these models can be formulated as follows,

p(Na) =

(
λa

Nae−λa

Na!

)
, (3.30)

p(Nf ) =

(
λf

Nf e−λf

Nf !

)
, (3.31)

where λa is the arrival rate of targets per unit area (volume in the 3D case) of a
region, per unit time, and λf is the false alarm rate for measurements per unit area
of a region, per unit time. Figure 3.5 illustrates the Poisson Distribution that is
used to model the target birth and target false alarm rates as the rate is varied.

Figure 3.5: Poisson Distribution: Poisson distribution showing the effect of varying
the birth and false alarm rates.
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The rate of measurement detection and rate of target termination can be described
by the discrete binomial distribution. A binomial distribution is appropriate for
these scene properties because the likelihood of occurrence is a function of the
number of targets in the scene:

p(Nz|Kt) =

(
Kt−1!

(Kt−1 −Nz)!Nz!

)
pNz

z (1− pz)
Kt−1−Nz , (3.32)

p(Nd|Kt) =

(
Kt!

(Kt −Nd)!Nd!

)
pNd

d (1− pd)
Kt−Nd , (3.33)

where Kt is the number of targets present in a region at time t, pd represents the
probability that a target is detected for a given region and pz represents the proba-
bility that a target terminates for a given region. Figure 3.6 illustrates the binomial
distribution that is used to model the target detection and target termination prob-
abilities as the probabilities are varied from 0 to 1.

Figure 3.6: Binomial distribution: Binomial Distribution showing the effect of
varying the detection and termination probabilities.

Expressed combinatorially, and under the assumption that all partitions in ET are
uniformly likely, the total number of possible associations found in ET given the
region configuration, can be shown to be
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p(ωt,r|Nd, Na, Nz, Nf , Kt) =

((
(Nf +Nd)!

Nf !Nd!

)(
Kt!

(Kt −Nd)!Na!

)(
Kt−1!

Nz!

))−1

,

(3.34)

where Kt − Nd = Nu is the number of undetected targets at time t. When all of
these models are combined the posterior for a given partition can be expressed as

p(ωt,r) =

(
e−(λf+λa)

(Nf +Nd)!

)
pNd

d (1− pd)
Kt−NdpNz

z (1− pz)
Kt−1−Nzλa

Naλf
Nf . (3.35)

Next, it is desired to integrate the prior into an appropriate likelihood function
that can be used in evaluation by a sequential Bayesian estimator. We begin with
Bayes’ rule:

p(ω|R̂) =
p(ω)p(R̂|ω)

p(R̂)
(3.36)

which is equivalent to

p(ω|R̂) ∝ p(ω)p(R̂|ω). (3.37)

The subscripts t and r are reintroduced and it is shown that the posterior we must
maximize in order to determine the path that a set of targets has taken in a given
scene over time:

p(ω|R̂) =
1

Z

∏
tεT

∏
rε<

(
e−(λft,r

+λat,r )

(Nft,r +Ndt,r)!

)
p

Ndt,r

dt,r
(1− pdt,r)

Kt,r−Ndt,r

×pNzt,r
zt,r (1− pzt,r)

Kt−1,r−Nzt,rλat,r

Nat,rλft,r

Nft,r

∏
τεE\{τ0}

iτ∏
i=1

N (τ(ti)|x̂, p̃). (3.38)

To maximize the posterior presented, it is necessary to develop a method of eval-
uation that negates the need to exhaustively evaluate all the possible partitions
p(ω|R̂) for ωεET , as this would represent a computational infeasibility for realtime
operation. Monte Carlo methods afford an attractive option as they can operate
in real time and they are parallelizable across multiple CPUs. Such a method is
discussed in some detail in Section 3.7.
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3.7 Monte Carlo Markov Chain Data Association

In this section, a Markov Chain Monte Carlo (MCMC) [46] sampler for solving
the multiple-target, multi-region tracking formulation is presented. The MCMC
approach that is discussed employs a combinatorial optimization approach in order
to determine an ideal partition, ω, from the joint association ET . A partition can
be thought of as the discrete state that defines a possible scene. Further discussion
about the method can be found in [16] and [42]. A more generic name for MCMC
is simulated annealing. MCMC is a general method for generating samples from
a distribution p(ω|R̂T ) by constructing a Markov chain whose state is ω. In order
to determine the maximum likelihood for the distribution, we evaluate the current
partition, ω, against a proposed partition, ω′. The proposed partition is accepted
with probability A(ω, ω′) if

A(E , E ′) = min

(
1,
P (E|ŜT )

P (E ′|ŜT )

)
> U(0, 1), (3.39)

where > U(0, 1) defines a uniform random number between zero and one. If the
proposed partition is rejected, the sampler stays at ω. As long as we ensure that
the Markov chain is irreducible, meaning it is possible to get to any state from any
state, and aperiodic, meaning that it is always possible to move from one state to
another in one step, then the solution will converge due to the ergodic theorem.

To make the algorithm more efficient, two additional assumptions are made: (1) the
maximum velocity of a given target is less than v̄ and (2) the number of consecutive
missing observations of any track is less than d̄. Both assumptions can be asserted
reasonably for a given scene. Using these two assumptions, a structure is presented
that can be used in formulation of the partition moves. The structure, Lr̂i(t),
represents all targets in RT , over all time, that fall within a radial distance of
||r̂i(t)− r̂j

t+d|| ≤ v̄ ∗ d̄.

To generate partitions which can be evaluated against the posterior, a move pro-
posal distribution, ξ, consisting of eight types of moves is employed. Figure 3.7
illustrates the eight moves that are described [42].

1) Track Birth (ξ1): For a birth move we increase the number of tracks in the
proposed partition from Kt to K ′

t = Kt + 1. Next we select a time, t0 uniform at
random from the observation window that is used as the start of the track. We
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Figure 3.7: Illustration of MCMC Moves

select a target measurement point, γ0, from r̂t0 . The proposed move is rejected if
γ0 either belongs to another track or does not have any neighboring points within
Lγ0 . If the move is accepted we add γ0 to τK′ , select γ1 uniform at random from Lγ0

and add γ1 to the track τK′ . This process is repeated with termination probability
ϕ for subsequent γi, or until Lγi

is empty.

2) Track Death (ξ2): For a delete move we select a track, τk, at random from Ω
and remove it, assuming that there is at least one track in ω, otherwise the move
is rejected.

3) Track Split (ξ3): For a split move, we select a track, τk, uniform at random
from Ω. If τk has fewer than four points, the move is rejected. We next select a
point from τk and split the selected track into two tracks, τk1 and τk2 , with the
constraint that both tracks must contain at least two measurements.

4) Track Merge (ξ4): For a merge move, two tracks, τk1 and τk2 , are selected at
random from the set Ω. We define γ1 as the end point for τk1 and γ2 as the start
point for τk2 . The move is rejected if γ2 is not contained in the structure Lγ1 and
accepted otherwise.

5) Track Extend (ξ5): For an extend move we select a track, τk, uniform at
random from E and assign new measurements to the track in the same fashion as
described in the birth move.
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6) Track Reduce (ξ6): For the reduce move, a track, τk, is selected uniform at
random from Ω. The move is rejected if the track is less than three points long.
Next, a time, tk, is selected from 2, ..., |τk| − 1, and all points in τk after tk are
removed.

7) Track Update (ξ7): The track update move is a track reduction move, followed
by a track extend move.

8) Track Switch (ξ8): For a track switch move, two tracks, τk1 and τk2 , are selected
uniform at random from Ω. We select γ1 from τk1 and γ2 from τk2 . The move is
rejected if γ2 is not contained in the structure Lγ1 and accepted otherwise. If the
move is accepted all points in τk1 that fall after γ1 are added to τk2 , and all points
in τk2 that fall after γ2 are added to τk1 .

Each of these moves can either be selected uniformly at random or can be assigned
prior probabilities subject to priori information about the scene, subject to

8∑
i=1

p(ξi) = 1. (3.40)

In order to optimize the execution of an implementation, constraints can be applied
to the moves in terms of when they are allowed to occur. In the case where no
targets or tracks are present, only the birth move may occur. In the case where
only a single track exists all moves except track merge and switch moves may occur.

In order to extend this method to support real-time tracking a sliding window
approach is proposed. The sliding window approach works by allowing the MCMC
moves to be performed iteratively on the measurements in the most recent Nsl

images. The measurements just prior to the leading edge of the sliding window are
taken to be truth and the remaining measurements are allowed to be iteratively put
into different partitions until convergence is met. This process is then repeated at
the next discrete time step with the leading edge of the sliding window incremented
by one.

In this section a method for computing discrete-time target associations has been
discussed. The framework described in this chapter can track an unknown number
of targets which initiate and terminate at random. In Chapter 4, results will be
shown that illustrate the method to be robust under conditions of occlusion and
clutter since the scoring function (3.38) that was developed can incorporate false
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alarms and undetected targets under association. In addition, the model will be
shown to be flexible due to its ability to incorporate information scene specific
information as well as define different model parameters per region of the scene. The
Monte Carlo nature of the algorithm makes it an ideal candidate for parallelization
in cluster computing environments.

3.8 Conclusions

In this chapter a detailed overview of the tracking algorithm developed over the
course of this work. A high level system model was presented and was followed by
discussions about the algorithm notation, the feature extraction method, the object
segmentation method and the target-track association algorithm. The framework
is suitable for tracking targets that vary in scale and orientation due to the use
of Scale-Space, and provides the basis for the application of object models to the
results of the Delaunay clustering step.

Throughout the course of investigation a number of areas were identified where
future research could be conducted. One such area for future consideration would
be the addition of the capability to model a non-stationary background. This
would be of value in considering cases where either the camera moves do to wind,
is bumped, or where the camera is mounted on a moving object such as a car.
This addition would occur prior to the feature extraction step and the remaining
methods presented in this thesis would still apply.

Finally, an area that was identified for further investigation was the addition of
scene specific MCMC moves. An example of a move that was considered involved
modification of the merge move to provide for the ability to merge a track that was
contained within another track into a single track. A graphical representation of
this concept is presented in Figure 3.8.

Figure 3.8: Proposed Modified Merge Move
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Chapter 4

Experimental Results

In this chapter the stochastic framework that was proposed and discussed in Chap-
ter 3 is applied to an intersection monitoring application. The application involves
monitoring and counting the vehicle movements that can occur at an intersection.
Examples of typical types of movements that can occur at an intersection include:
’Northbound Left Turn’, ’Westbound Through’, ’Eastbound Right Turn’.

The main users of this type of transportation data are city transportation and public
works departments. Currently, these organizations predominantly collect turning
movement volume information manually, using either paper and pen based method
or using low-tech counting equipment. The ability to collect turning movement vol-
ume information using computer vision algorithms represents a considerably more
cost effective method of collecting traffic data as compared with existing manual
methods. The data also provide much more information than manual methods
(i.e. speed, position, time-stamped event). The city transportation planning de-
partments use the turning movement volume information as a means of optimizing
intersection signal timings, and for deciding when roadways must be upgraded to
meet mandated quality of service levels.

This chapter is broken into three sections. First, the problem of vehicle segmen-
tation in transportation scenes is discussed. A discussion about the challenges
inherent with conducting segmentation in different types of transportation scenes
is also included in this section. Second, the problem of tracking the segmented vehi-
cles using the stochastic framework presented in the preceding chapter is discussed.
Results are presented which show the method to be robust to false detections (false
alarms), missing measurements (occlusion), and tracks which exist in close prox-
imity to one another. Finally, a method for classifying and counting the detected
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tracks is discussed. Results are presented which show that the method is robust to
similar tracks.

4.1 Segmentation

The segmentation approach employed in this work involves combining information
obtained from evaluating the motion history, as well as the background-foreground
characteristics of a given video frame. Background subtraction and motion history
each present a number of challenges; however, when combined these challenges can
be mitigated. These challenges, and their impact on the segmentation of vehicles
from a transportation scene, will be the focus of discussion later in this chapter.
Results are presented which show that combining background subtraction results
with motion history results will improve segmentation. Once these two methods
have been combined, a global Otsu threshold [36] is applied to the results in order
to produce a binary segmented image. The Otsu method was selected because it
assumes an image is bimodel (i.e. background/foreground) and finds the optimal
threshold by minimizing the interclass variance. The final step that is employed
involves labeling the objects in the scene using a connected components clustering
approach.

Background subtraction, discussed in Section 2.2, presents two primary challenges
when used as a segmentation method. The first occurs when the pixels which make
up a foreground object are similar in pixel intensity to the background. This simi-
larity results in the difference between the background model and the pixels making
up the foreground object negligible. Under this circumstance, object segmentation
is not possible. The second challenge that can arise from background subtraction
deals with model initialization. If a foreground object persists in the same location
in the scene during the period when the background model is being initialized, a
false foreground artifact will appear at such a time as the persistent object moves,
or leaves the scene. Dynamically updating the background model can mitigate this
issue. Figure 4.1 shows the results of a background subtraction, where the differ-
ence between the current frame of a video is compared to a reference background
scene model.

The next step in the proposed segmentation method is to evaluate the motion
history of the current frame. As with background subtraction, motion history can
present some challenges when it is used for segmentation. The first challenge is due
to the fact that motion history is evaluated by subtracting subsequent image frames
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Figure 4.1: Background Subtraction: (a) Video frame taken of a highway overpass,
(b) Background model obtained by taking the average pixel value over 100 frames,
and (c) Absolute pixel difference between (a) and (b).

in a video sequence. As a result, the speed in which vehicles in the scene are moving
will impact the results of evaluating the motion history. Slow moving vehicles leave
a limited motion history signature, whereas rapidly moving vehicles can produce a
shadowing or streaking effect. The issue is especially prevalent when vehicles are
moving at different speeds in the transportation scene, and as a results a global
optimal frame rate for conducting motion history cannot be used. Figure 4.2 shows
the results of a motion history image set. Each image in the set shows the absolute
pixel difference between the current frame and the frames at incremental units of
time previous to the current frame.

Upon completion of the background subtraction step and the motion history step,
the final step in the segmentation method involves combining the previous results
and applying a threshold in order to produce a binary image. For this work a
global Otsu threshold is applied to the combined motion history and background
subtraction results. Once a binary image, φ(t), is produced, a method which labels
the connected components of an image is employed in order to segment the vehicles
in the scene. Figure 4.3 shows the results of combining the background subtraction
results with the motion history results. By means of Otsu global threshold and
connected components clustering, the vehicles, R(t), are subsequently identified.

Once the segmentation step has been completed, an additional layer of logic is
applied. Using feedback about the location, size and motion of the vehicles present
in the previous frame, the vehicles found in the segmentation step are either split,
merged or left alone. This additional step improves the vehicle segmentation results,
which in turn improves the tracking results.
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Figure 4.2: Motion History: (a) Frame difference between frame t and t-1, (b)
Frame difference between frame t and t-2 , (c) Frame difference between frame t
and t-3, and (d) Frame difference between frame t and t-4.

Figure 4.3: Vehicle Segmentation: (a) sum of background difference and first order
motion history, (b) global Otsu threshold image with dilation morphology applied,
and (c) connected components clustering.
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4.2 Tracking

The next step in the vehicle counting process involves assembling the segmented
vehicles found in sequential video frames into tracks (Discussed in Section 3.7). The
discussion begins by presenting results from some generated data sets, and follows
with illustrated, real world tracking examples. A potential user interface for collect-
ing information that can be used in the tracking step is described and illustrated.
Currently, video-based traffic counting technology is available which employs back-
ground subtraction methods to indicate when a vehicle is located in a detection
zone. This traffic counting technology does not provide for the ability to relate de-
tections to one another; therefore, conducting an intersection or roundabout count
is not possible. Examples of firms that provide this technology are Iteris, Trafficon
and Autoscope. The practical application of the tracking capability discussed in
this section involves using cameras to conduct intersection counts. This capability
represents a significant improvement over existing video-based traffic data collection
technologies.

To address the solution of vehicle tracking at intersections and roundabouts, the
Monte Carlo Markov Chain (MCMC), discussed in Section 3.7, method is used.
The stochastic method was shown to perform well in scenes containing false mea-
surements and in scenes containing missing measurements, also known as occlu-
sions. The method also performs well when multiple tracks are in proximity to one
another. Figure 4.4 shows the performance of MCMC under various conditions,
including (a) only the true object positions, (b) the addition of ten percent false
alarms, (c) in the presence of ten percent missing measurements and (d) a combina-
tion of (b) and (c). Target points in the figures are coloured the same if they belong
to the same track. False alarms are indicated using white. There is no relationship
between the colours selected for a given track in each of the four figures.

As discussed in Section 3.6, to construct a suitable scoring function, an under-
standing about prior statistics about the regions of the image which make up the
transportation scene is beneficial. To obtain this prior information assumptions
about the scene must be made. One of the primary motivations for the inclusion of
regions in the MCMC scoring function was to facilitate an intuitive user interface
for the input of prior information. The objective in breaking the scene into regions
is to identify areas of the scene which have different birth rates, false alarm rates,
termination probabilities and detection probabilities as described in section. In
application terms, identifying areas of the transportation scene where vehicles are
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Figure 4.4: MCMC Tracking Results: This plot shows the results obtained with
MCMC from contrived object data. (a) Shows tracking results with no false alarms
and no missing measurements, and (b) tracking results with 10% false alarms and no
missing measurements, (c) tracking results with no false alarms and 10% missing
measurements, and (d) tracking results with 10% false alarms and 10% missing
measurements.
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more likely to emerge and leave from the scene, more likely to be occluded by fore-
ground objects, or where vehicles are likely to be observed, is valuable. Figure 4.5
shows an example user interface that could be used for capturing information about
the regions of a transportation scene. Information about road location, the location
of potential foreground occlusions and the location of the intersection approaches
are noted in the user interface.

Figure 4.5: Transportation Scene Configuration User Interface: (a) Original round-
about scene image, (b) Road Location (ROI), (c) Location of potential occlusions
and (d) Location of roundabout approach entrances/exits.

Once the regions of a transportation scene have been identified, termination prob-
abilities, detection probabilities, birth rates and false alarms can be assigned to
each region. To build a set of regions for a transportation scene, the three inputs
from Figure 4.5 can be used, along with expert knowledge about the transportation
scene. Under the assumption that vehicles can only enter/exit the scene from the
edge of the image a region map can be constructed. Figure 4.6 shows the result of
applying information gathered from the user interface with prior knowledge about
the configuration of the transportation scene. The figure shows regions with higher
assumed birth rates and termination probabilities in red. Regions that have rela-
tively higher occlusion probabilities are shown in yellow and regions containing low
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termination probability and high detection probability are shown in gray. Regions
that are not colored are assigned a high false alarm rate.

Figure 4.6: MCMC Region Map: Figure shows the location of birth/death regions
(red), occlusion regions (yellow) and track continuation regions (gray). False alarm
regions are represented by the area containing the original image.

To evaluate the posterior term of the scoring function (3.38), the observed vehicle
positions must be scord against the estimated vehicle position. To accomplish
this, a Kalman filter is used to smooth vehicle position using both the observed
vehicle position and observed motion estimates. The observed vehicle position is
then scored against the estimated vehicle position found using the Kalman filter.
An important aspect of the Kalman filter, and by extension the evaluation of the
MCMC scoring function (3.38), is the motion model that is used to update the
vehicle’s state. For this work, a first order linear motion model is used. Motion
estimation is conducted using a hierarchical motion estimation method. The last
step in the tracking approach is to iteratively apply the MCMC algorithm. At
each iteration the proposed partition is scored against the current partition. The
partition which scores the highest is passed onto the next iteration. This process is
repeated until a stopping criterion is met. The stopping criterion was determined
experimentally to be 500 iterations. The proposed tracking algorithms is then
applied on each frame in the video sequence, resulting in vehicles being tracked
through the transportation scene. Figure 4.7 shows the results of applying the
aforementioned steps against a medium volume traffic circle. Results are shown
that illustrate tracking through occlusion in proximity to other vehicles. Various
intersection movements are shown in the figure.
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Figure 4.7: Real World Tracking Results: Figure shows tracking results of a round-
about. Each colored track represents a different vehicle.

The tracking method that is presented performs well in most transportation scenes.
The primary scenario which presents challenges for this method occurs when two
vehicles emerge on the scene connected to each other, persist in the scene connected
to each other, and finally depart the scene connected to each other. This issue is
caused as a result of deficiencies in the vehicle segmentation step, rather than the
tracking method.

The segmentation method described in this chapter is essentially only extracting
blobs from the image. No implicit notion of a vehicle is asserted in segmentation.
As a result, when multiple objects emerge, persist and exit the scene together
there is no way to differentiate them as separate vehicles. One potential solution
to this problem would be to add the concept of a physical vehicle model to the
segmentation step. Another approach that can be adopted is to ensure that a
suitably high camera vantage is used when recording a transportation scene. This
vantage ensures that there is sufficient spacing between the vehicles to segment
them as individual entities.

4.3 Track Identification

The final step that is required to extract a full turning movement count from a
video collected at a transportation scene, such as an intersection or a roundabout,
is to determine how many of the tracks found in the scene, such as those shown
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in Figure 4.7, crossed the approach entrance/exits, shown in Figure 4.5(d). In the
case of an intersection a track must cross two of the approach entrance/exits to
be counted. For example, if a track crosses the south approach and then the west
approach, the vehicle will be counted as a northbound left turn. If a track crosses
the north approach and then the west approach, the vehicle will be counted as a
southbound right turn. Typically, in a transportation application, these counts are
presented in fifteen minute time slices and the data are used to determine which
hour of the study contains the peak vehicle volume for a given intersection. Fig-
ure 4.8 shows a typical turning movement output diagram that is used by municipal
transportation planning agencies. The diagram shows vehicle volumes broken down
into the twelve possible movements that can occur at an intersection.

Figure 4.8: Turning Movement Diagram: Figure shows the typical output format
that traffic planners and engineers use to present their manual and video-based
intersection counts.

The intersection count diagram shown in Figure 4.8 was generated from data that
were obtained by processing video of an intersection. In addition to intersections,
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roundabouts and bi-directional counts are also of interest to transportation planning
organizations. Results are presented in Table 4.1 that show the performance of the
method when counting bi-directional vehicle movements from video taken from
a highway overpass. The result was obtained from a five minute video clip of a
highway overpass and compared to ground truth which was collected manually.
Data sets for this work were provided by Miovision Technologies Incorporated and
can be made available upon request (researchvideos@miovision.com). The method
performs very well in this scenario, missing only one vehicle in each direction. Both
missed detections were caused when two vehicles entered, persisted and exited the
scene merged together.

Table 4.1: Bi-Directional Mid-Block Vehicle Counting Results

Correctly Counted Undetected Error Rate
From North Through 38 1 2.6%
From South Through 29 1 3.4%

Total 67 2 3.0%

The counting of intersections by transportation planning organizations requires the
use of field staff. The counting of roundabouts, also known as traffic circles, is also
done using manual counting methods; however, unlike a traditional intersection,
when vehicles enter a roundabout, it is unclear immediately as to which exit they
will take. This makes roundabouts, especially high volume roundabouts, a more
difficult transportation scene to count. A typical manual roundabout count requires
approximately three times as many field staff hours to count as compared to a
manual intersection count. Table 4.2 shows the results of applying the vehicle
counting method to a medium volume roundabout.

Although the algorithm is able to track the majority of the objects through the
occluded regions of the transportation scene, the movements that have to pass
through at least one occlusion, shown in Figure 4.5(c) (From South Left, From
South Through, From West Left) show the highest error rate. The cause of the
errors in track classification were as follows: 56% of the errors where caused by
occlusion and 44% of the errors were caused by vehicle segmentation issues, such as
splitting and merging of objects. The majority of the incorrectly classified tracks
only had a single break in the vehicle track. Figure 4.9 shows an example of this
mode of failure.

A break in the track meant that one portion of the track crossed one of the approach
lines, while the other portion of the track crossed the second approach line. Ap-
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Table 4.2: Roundabout Vehicle Counting Results

Correctly Counted Undetected Error Rate
From North Through 118 9 7.1%

From North Right 9 0 0.0%
From South Left 44 10 18.5%

From South Through 66 15 18.5%
From West Right 52 1 1.9%

From West Left 7 2 22.2%
Total 296 37 11.1%

Figure 4.9: Track Split Errors: This figure illustrates an example of a type of
tracking error that causes a vehicle to not be counted.
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proach lines are shown in Figure 4.5(d). This means that, even though the majority
of the vehicle track was accurate, the vehicles were counted incorrectly. To correct
for this issue, a heuristic measure could be added to the track results to correct for
situations where a vehicle track terminated in an area of the image where this was
an unlikely event.
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Chapter 5

Conclusion

5.1 Concluding Remarks

The work presented in this thesis was motivated in large part by a practical need
identified in the transportation planning industry to collect volume information
from transportation scenes in an accurate and cost effective manor. The introduc-
tion of a computer vision based tracking approach for conducting this type of vehicle
volume data collection represents a significant improvement over current manual
data collection methods. Current manual methods are expensive, due to the labor
involved, and plagued by inaccuracies caused by fatigue. The data which can be
readily obtained using the methods described in this work will assist transportation
planning organizations in building better transportation networks, reduce the costs
involved with collection and improve data integrity.

The major contribution of this work was the presentation of a stochastic method
for conducting vehicle tracking in scenes containing occlusion and the potential
for false detections. The method uses a deferred logic approach based on a data
oriented combinatorial optimization approach to solving Monte Carlo Markov Chain
(MCMC) data association problems. The result of applying this method to the
problem of vehicle tracking is the ability to track an unknown number of vehicles
in a transportation scene, while requiring a minimal amount of prior information
about the scene. The method is computationally efficient and lends itself toward
large scale computational parallelization.

The development of a scoring function, presented in Section 4.2, that is able to
account for local changes in detection and termination probabilities of the images
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making up a video sequence is a novel approach in the literature. The primary
motivation for the addition of the concept of regions to the scoring function, was to
facilitate the construction of an intuitive user interface that can be used to provide
relevant prior information about real-world transportation scenes. Results were
presented in this work which show that the tracking method is robust in scenes
containing false vehicle detections, as well as missing vehicle detections. Results
were also presented which show that the segmentation method, tracking method
and track classification method are effective at detecting vehicle movements and
resulting counts in transportation scenes.

An area of research that has the potential to dramatically improve the results
presented in this work, would be to integrate the vehicle segmentation step with
the MCMC data association step. This would afford a unified stochastic model
for both segmentation and tracking. The main focus of this work would involve
determining a scoring function and a set of linear optimization moves that could
simultaneously evaluate the fitness of all possible object segmentations and a track
association over the entire life of an object, given a base set of local image descriptors
(regions of an image with similar chromatic characteristics).

If for example, an object, such as a vehicle, could be described as being made
up of a set of local image descriptors, then it would be possible to extend the
moves in MCMC to included adding and removing objects from an image frame,
adding and removing image descriptors from a object and splitting and merging
objects present in the scene. The scoring function of MCMC would also have to
be modified to account for the associations between image descriptors in a single
frame, as well as the object associations between frames. This would affectively
defer the segmentation of objects, similarly to the way the track association logic is
deferred in this work. One obvious downside of this extension is that it would have
the effect of greatly increasing the computational load of evaluating the scoring
function.

5.2 Future Research Directions

A potential direction for future research is to modify the observation model to in-
clude prior information about the location of possible tracks in a transportation
scene. If this approach is adopted, the advantage is that a built-in exclusion prin-
cipal for associating targets to tracks is included in the observation model. In
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addition, a dimensional reduction from 2-D to 1-D is achieved which has advan-
tages in terms of computational performance. Figure 5.1 illustrates this concept by
showing a left turn at an intersection.

Figure 5.1: Left-Turn at an Intersection

A measurement model for the given track can be defined as X = {x1, x2, .., xN}. As
an object moves through along the track, the observation model will show a strong
response in the location of the vehicle. Figure 5.2 illustrates a trivial example of a
single vehicle moving along the track.

Figure 5.2: Left-Turn at an Intersection

Another advantage of this approach to modeling vehicle tracks in transportation
scenes is that the model is well suited for the active contours tracking framework
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presented in [2]. This framework has shown excellent performance in the tracking
literature.
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