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Abstract—This paper presents a novel distributed control strat-
egy for frequency control, congestion management, and optimal
dispatch (OD) in isolated microgrids. The proposed strategy
drives the distributed generators (DGs) within the microgrid to
a dispatch that complies with the Karush–Kuhn–Tucker (KKT)
conditions of a linear optimal power flow (OPF) formulation. The
controller relies on local power and frequency measurements,
information from neighboring DGs, and line-flow measurements
transmitted through a communications network. Extensive simu-
lations show a good performance of the controller against sudden
changes in the load, congested lines and availability of DGs in
the microgrid, and the ability to successfully drive the system to
an optimal economic operation.

Index Terms—Distributed control, microgrid, congestion,
optimal dispatch.

I. INTRODUCTION

AMICROGRID has been defined as a cluster of Distributed
Generation (DG) units, Energy Storage Systems (ESSs),

and distributed loads, operated in coordination to reliably
supply electricity [1]. A main driver for the deployment of
microgrids is to allow seamless integration of DG units.

The microgrid control tasks can be divided into 3 distinc-
tive levels: 1) output current, voltage, and frequency control
of DG units (Primary Control), 2) frequency restoration and
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optimal dispatch of the microgrid (Secondary Control), and
3) coordination of the microgrid with the main grid (Tertiary
Control) [2]. Since most DG units require a DC-to-AC power
electronic interface, the design of control schemes in the three
levels that are applicable to inverter-interfaced units is a must.

Frequency and voltage restoration in a microgrid can be
realized using centralized or distributed controller schemes.
Recently, there has been a rise in attention to distributed
control and its applications in microgrids due to the
need for higher reliability and security [3]. For instance,
in [4], [5] and [6], the authors propose distributed schemes
for restoring frequency and voltage considering active and
reactive power sharing among the inverters of DG units in
a microgrid. A PI controller proposed in [4] uses the aver-
age measured frequency for regulation purposes; however,
such approach presents difficulties when outages of DG units
occur. On the other hand, a consensus-based controller using
distributed-averaging proportional-integral (DAPI) control is
proposed in [5], which does not present the aforementioned
issue. Also, the constraints related to the voltage magnitudes
and angles are incorporated in [6]. While these proposals
achieve an adequate operation of the microgrid, they do not
consider its optimal economic operation.

The optimal operation of a microgrid is typically obtained
by solving an economic dispatch problem under a central-
ized approach. However, due to the advantages of distributed
control approaches, recent works have proposed the use of
distributed economic dispatch algorithms based on the decom-
position techniques.

The multi-agent system (MAS) is a popular distributed con-
trol method, where a consensus algorithm is used for the
coordination of agents. For instance, in [7] a MAS has been
proposed for the optimal resource management in an isolated
microgrid. In [8], frequency regulation and optimal dispatch
controls are proposed based on MAS. The incremental cost
consensus is frequently used when transmission losses are
considered in optimal management [9]–[11]. In [9] an Energy
Management System (EMS) based on an incremental cost con-
sensus strategy is presented for optimal dispatch DG units and
demand response. The strategy proposed in [11] reaches con-
sensus of lagrangian multipliers using a correction term that
ensures demand-supply balance.
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The optimal distributed control schemes have also been
used in bulk power systems. Some applications are presented
in [12]–[14] and [15]. In [12] a decentralized optimal
frequency control with controllable loads is described. In [13]
a distributed optimal frequency control for a power system is
proposed, achieving automatic congestion control.

The control of isolated microgrids is more challenging than
in grid-connected ones due to a more critical demand-supply
balance, and limited controllable assets to solve voltage and
overloading problems [1]. Lines overloading, or congestion,
can significantly affect the lifetime of the distribution lines and
transformers in the microgrid, and the activation of thermal
protections could can lead to unsupplied demand [16].

In bulk power systems, the congestion of transmission
corridors is typically managed by re-dispatching genera-
tion units; however, more a advanced control can also be
achieved by phase shifters, line switching, FACTS/HVDC
controllers, and even load curtailment [17]. In distribution
networks, the problem of congestion management has been
mostly approached using demand flexibility [16], [18]–[20], or
smart transformers [21]; where the proposed solutions require
adding new expensive technology to existing systems, or using
distributed optimization techniques.

Recently, in [22], a consensus-based algorithm for frequency
regulation in isolated microgrid has been proposed, taking
into account the congestion of distribution lines. This work
addresses the problem of congestion using a hierarchical
approach where the Distribution Network Operator (DNO)
sends optimal set points of generation, and a lower-level con-
trol changes these set point values for congestion management;
therefore, the new set points are not optimal. To the best of
the authors’ knowledge, the problem of combined congestion
management and optimal dispatch in microgrids has not been
thoroughly studied in the existing literature.

In [23], a distributed control approach is proposed for
frequency control and congestion management; however, the
optimal economic operation is not considered. On the other
hand, [13] present a distributed controller for cost-minimizing
frequency regulation with consideration of capacity constraints
and tie-line congestion in bulk power systems. This distributed
control assumes a base economic dispatch and minimizes the
cost of deviation to solve capacity violations, considering the
use of virtual phase estimators to identify limit violations.

This paper proposes a distributed inverter-control scheme
for optimal dispatch of isolated microgrids considering con-
gestion. Control rules are based on a decomposition of the
optimal dispatch problem of a microgrid, and relies on local
voltage and frequency measurements, as well as global con-
gestion alerts triggered by current measurements in selected
distribution lines. The contributions of this paper are as
follows:
(i) A novel distributed control architecture for frequency

control, congestion management, and optimal operation
of the microgrid is proposed.

(ii) The proposed control strategy solves KKT conditions of
a linear OPF formulation based on real system mea-
surements, without requiring a mathematical power flow
model.

(iii) We provide strong evidence via simulations that the con-
troller is able to restore the optimal operation of the
microgrid in the time-scale of the secondary frequency
control. Moreover, the equivalence of the controller
steady-state and KKT conditions of a linear OPF formu-
lation is demonstrated.

This paper is organized as follows: In Section II the proposed
distributed control is explained in detail. Section III presents
the simulation results. Finally, conclusions are drawn in
Section IV.

II. DISTRIBUTED CONTROL STRATEGY FOR

ELIMINATING CONGESTION

This section presents a formulation of the network-
constrained optimal dispatch problem in isolated microgrids.
The formulation is then used to derive a distributed frequency
and congestion controller that drives the system to a solu-
tion of the optimal dispatch problem. The proposed controller
assumes the availability of current measurements from distri-
bution lines and local DG controllers, all of which are shared
through a communications network that allows bidirectional
exchange of information.

A. Centralized Optimal Dispatch

Let’s consider a balanced three-phase isolated microgrid,
with a set of buses J = {1, . . . , J}, a set of DGs N =
{1, . . . ,N} and a set of distribution lines L = {1, . . . ,L}. Each
bus is equipped with either a generation unit, a load, or both.

Inductive lines of reactance Xij connect buses i and j.
Generation units inject real power Pi to the microgrid, which
is constrained within minimum and maximum limits.

The optimal dispatch problem considered in this work deter-
mines the least-cost dispatch of controllable DG units in a
microgrid while maintaining line currents within limits. The
formulation is based on a single-bus system representation
without losses; however, line capacity limits are imposed by
additional constraints on DG power injections, as follows:

minimize
P

∑
i∈N

Ci(Pi) (1a)

subject to PD =
∑

i∈N
Pi (1b)

I�(P) ≤ Imax
� ∀ � ∈ L (1c)

Pmin
i ≤ Pi ≤ Pmax

i ∀ i ∈ N (1d)

where N and L are the sets of DGs and distribution lines
in the microgrid, respectively, Pi is the real power dispatch of
generator i, Ci(Pi) is a convex cost function, P = {Pi : i ∈ N},
PD is the total microgrid demand, and Imax

� is the current limit
of line �.

The function I�(P) represents the magnitude of the current
in distribution line � in terms of the real power dispatch of
DGs. In general, I�(P) is a non-linear function [24], and hence
the optimization problem (1) is non-convex.

By considering the following linear approximation of I�(P)
at a particular operating point I0

� :

I�(P) ≈ I0
� +

∑n

i=1
PiGi�
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equation (1c) can be replaced by:

I0
� +

∑
i∈N

PiGi� ≤ Imax
� ∀ � ∈ L, (2)

where Gi� corresponds to the participation factor of generator i
in the current of distribution line �. For a particular operating
point Gi� includes the sign of the current; thus lower limits on
line currents are not required. It is assumed that participation
factors Gi� can be externally provided by, for example, an
online estimator. The Gi� estimation methodology used in this
work is described in detail in Section II-B.

The non-convex inequality constraints (1c) are replaced
by (2); then, the problem (1) becomes convex. It is assumed
that Slater’s constraint qualification condition holds, imply-
ing strong duality, and that the problem may be studied
through its Lagrange dual. The Lagrangian function of the
optimal dispatch problem (1a), (1b), and (1d), using the linear
approximation of functions I�(P) (2) is:

L
(
Pi, λ, γ�, σ

+
i , σ

−
i

) =
∑

i∈N
Ci(Pi)+ λ

(
PD −

∑
i∈N

Pi

)

+
∑

�∈L
γ�

(
I0
� +

∑
i∈N

PiGi� − Imax
�

)

+
∑

i∈N
σ+

i

(
Pi − Pmax

i

)

+
∑

i∈N
σ−

i

(
Pmin

i − Pi

)
(3)

where the Lagrange multiplier λ is associated with the power
balance constraint (1b), {γ�} with line capacity limits (2), and
{σ+

i , σ
−
i } with the maximum and minimum power outputs

of DGs in equation (1d), respectively. The KKT optimality
conditions of the problem are:

Stationarity Condition:

∂L

∂Pi
= ∇Ci(Pi)− λ+

∑
�∈L

γ�Gi� + σ+
i − σ−

i = 0i ∈ N

(4a)

Complementary Slackness:

γ�

(
I0
� +

∑
i∈N

PiGi� − Imax
�

)
= 0 � ∈ L (4b)

σ+
i

(
Pi − Pmax

i

) = 0 i ∈ N (4c)

σ−
i

(
Pmin

i − Pi

)
= 0 i ∈ N (4d)

Primal Feasibility:

(1b), (1d) and (2)

Dual Feasibility:

γ�, σ
+
i , σ

−
i ≥ 0 i ∈ N � ∈ L (4e)

From (4a), it follows that at the optimal point, it must be
true that

λ = ∇Ci(Pi)+
∑

�∈L
γ�Gi� + σ+

i − σ−
i i ∈ N (5)

Based on the optimality conditions of the centralized
optimal dispatch problem, a new distributed control strategy
is designed with the objective of providing frequency regula-
tion, while driving the microgrid to an optimal dispatch that
complies with the KKT conditions (4).

Note that the formulation of the optimization problem does
not include the coupling between line-currents and reactive

Fig. 1. Distributed control architecture for each DG.

power injections, since it is assumed the DAPI voltage control
described in [5], and implemented in our case studies, controls
reactive power injections to maintain voltages in their nominal
values at all nodes. Thus, this work focuses on frequency con-
trol and congestion control by means of optimally dispatching
of real power of DG units.

B. Online Estimator of Gi� Factors

The online estimation methodology considers an event-
based update of participation factors Gi�, summarized as
follows:
(i) Instantaneous participation factors G∗

i�(t) are continu-
ously calculated as G∗

i�(t) = �I�(t)/�Pi(t), ∀�, where
�Pi(t) = Pi(t)−Pref

i and �I�(t) = I�(t)−Iref
� . Parameters

Pref
i and Iref

� correspond to a previous operating point of
the microgrid for which the current participation factors
are deemed valid.

(ii) Variables Pi(t) are monitored for changes beyond a pre-
defined threshold with respect to Pref

i (e.g., 5% changes).
Let us call t∗ the time for which such condition is verified.

(iii) Parameters Gi� are updated after a pre-defined deadband
period δ, as Gi� = G∗

i�(t
∗ + δ), and parameters Pref

i and
Iref
� are updated as Pref

i = Pi(t∗ + δ), Iref
� = I�(t∗ + δ).

Parameter δ is necessary to allow the instantaneous par-
ticipation factors to arrive to a steady-state value after a
disturbance in the system, in order to avoid unnecessary
oscillations in the congestion controller. In particular, we
use a value of δ = 0.5s in our case studies.

C. Distributed Control Scheme

Fig. 1 shows the architecture of local controllers of each
DG that enables the distributed control strategy. Three con-
trol layers are distinguished. The first layer corresponds to the
output voltage and current controls, which rely only on local
measurements. The second control layer corresponds to the
primary droop, which determines the reference of frequency
(ωi) and voltage (Ei), used in the first control layer. Finally,
the third control layer is related to voltage and frequency
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Fig. 2. Communication topology and adjacency matrix.

regulation, and the proposed congestion control. The volt-
age regulation control maintains the voltage at its nominal
value, whereas the frequency regulation and proposed con-
gestion control change the reference of the frequency droop
controllers in order to maintain the frequency at its nominal
value, remove the overloading of distribution lines, and drive
the system to an optimal dispatch. In order to achieve the
objectives of the third layer, local DG controllers minimize
the terms of the lagrangian function in (3) associated with
their local variables for given values of lagrangian multipliers.
Then, by using a distributed averaging strategy, the controllers
converge to unique global values of such multipliers. The
exchange of information between local DG controllers occurs
through the communication network shown in Fig. 1. The
required communication netwok, frequency regulation control
and congestion control strategies are explained in more detail
in the following sections.

D. Communication Structure

A communication network is required for the implemen-
tation of the proposed distributed control scheme. The bidi-
rectional network is modelled as an undirected graph G =
(N,E,A) between the DG units N = {1, . . . ,N}, where E

is the set of communication links and A is the nonnegative
N × N weighted adjacency matrix. The elements of A are
aij = aji ≥ 0, with aij > 0 if and only if {i, j} ∈ E [5], [25].
Let xi ∈ R denote the value of some quantity of interest
at bus i; in our specific context, xi will be an internal con-
troller variable. It is said the variables xi achieve consensus if
xi(t) − xj(t) → 0 as t → ∞. Consensus can be achieved via
the following algorithm [26]:

ẋi = −
∑

j∈N(i)
aij(xi − xj)

which is distributed according to the topology of the commu-
nication network.

Remark 1 (Communication Requirements): The commu-
nications network through which the DG units exchange
information, defined by the adjacency matrix A (see Fig. 2),
does not necessarily have the same topology as the elec-
tric network of the microgrid. In this work, in order to
ensure the optimal dispatch, power sharing, and congestion
management, the communications network must allow bidirec-
tional exchange of information. Also an ideal communication
(without delays) is assumed. Notice that the use of the adja-
cency matrix can be extended to discrete, asynchronous and
synchronous communication with delays [5], [25].

E. DAPI Frequency Regulation and Active Power Sharing

The distributed-averaging proportional-integral (DAPI)
approach presented in [5] is used in this work for frequency
regulation. The droop frequency ωi is defined by (6), where
mi is P − ω droop coefficient, Pi is the active power injec-
tion, and ω∗ is the nominal frequency of the microgrid. The
term 
i in (6) corresponds to the secondary control action for
frequency regulation, which is obtained from (7).

ωi = ω∗ − miPi +
i (6)

ki
̇i = −(
ωi − ω∗) −

∑
j∈N(i)

aij
(

i −
j

)
(7)

In (7), ki represents the integral gain of the controller for
frequency restoration, the first term on the right-hand-side cor-
responds to the frequency error, whereas the second term is
introduced so that 
i converges to a unique value for all DG
units, guaranteeing that all droop curves are shifted by the
same amount. Terms aij represent the entries of the adjacency
matrix; thus, the control action 
j is shared with generator i
only if aij is nonzero.

F. Congestion Control and Optimal Operation

This section presents a novel distributed congestion control
to eliminate overloading in distribution lines of microgrids
while maintaining optimality of dispatch (8). The design is
based on the convex optimization problem (1a), (1b), (1d)
and (2) presented in Section II-A, and has some similari-
ties with the controller presented in [23]; however, they are
based on different design principles. Important differences
between the controllers include: i) the proposed controller
resolves limit violations based on current and power measure-
ments, whereas [23] relies on a linear power flow model of the
network, ii) the control actions in our controller can be directly
interpreted as the dual variables of the centralized optimal dis-
patch problem in steady state, and iii) the congestion of lines
in our controller is defined in terms of line currents instead
of real power, which is more appropriate for distribution
systems.

ωi = ω∗ − mi(Pi)+
i + ρi (8a)

ki
̇i = −(
ωi − ω∗) −

∑
j∈N(i)

aij
(

i −
j

)
(8b)

k1
i ρ̇i = −

∑
j∈N(i)

aij
(
λi − λj

)
(8c)

k2
i γ̇i� = −

∑
j∈N(i)

aij
(
γi� − γj�

)

+ μ1
i max

{
I� + 1

μ1
i

k3
i γi� − Imax

� , 0

}
− k3

i γi� (8d)

k4
i σ̇

+
i = μ2

i max

{
Pi + 1

μ2
i

k5
i σ

+
i − Pmax

i , 0

}
− k5

i σ
+
i (8e)

k6
i σ̇

−
i = μ3

i max

{
Pmin

i + 1

μ3
i

k7
i σ

−
i − Pi, 0

}
− k7

i σ
−
i (8f)

λi = ∇Ci(Pi)+
∑

�∈L
γi�Gi� + σ+

i − σ−
i (9)

The proposed controller aims at driving the system to an
optimal dispatch that complies with the KKT conditions of
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the problem. For this purpose, equation (6) is modified as (8a),
where the additional term ρi is a secondary control action to
drive the units to their optimal dispatch level considering con-
gestion in the lines, and k1

i is a positive gain of the controller.
In particular, control actions ρi will introduce a perturbation
to the frequency droop controller in (8a) that changes the dis-
patch of DGs until all units reach the same value of λ, which
corresponds to the (unique) dual variable associated with the
demand-supply balance equation of the microgrid’s optimal
dispatch problem, (1b). The condition of λi = λj = λ in
steady-state is enforced by equation (8c).

As in (2), Gi� represents the participation factor of unit i in
the current of line �, and it is obtained from an external online
estimator.

Based on equation (5), the λi of each DG that complies with
the stationarity condition can be calculated from (9). Variable
γi� is a distributed congestion control action; γi� in equilibrium
corresponds to the dual variable γ� in (4b). Finally, σ+

i and
σ−

i are local control actions to keep the active power dispatch
of DG units within limits, which in equilibrium correspond
to the dual variables associated with maximum and minimum
active power limits, respectively.

The control action γi� is obtained from equation (8d), where
the first term on the right-hand-side introduces a perturbation
whenever there is a mismatch between the γi�’s observed by
neighbouring DGs. This is necessary in order to obtain unique
γ� actions in steady state, which can then be interpreted as
dual variables of line-current limit equations (2). The second
and third terms induce an increase in the value of γi� in case
of overloading of line �, and a decrease down to zero when
the overloading is (strictly) resolved. This is consistent with
the fact that, if line � is overloaded, the value of γ� is being
underestimated by the controller; hence, it must be increased.
Similarly, if the line-current limit is non-binding, the value of
γ� must decrease down to zero. Finally, k2

i , k3
i , and μ1

i are
positive gains of the controller. It is assumed throughout the
paper that k3

i /μ
1
i = κ > 0 for all i ∈ N.

Likewise, equations (8e) and (8f) induce increases in the
values of σ+

i and σ−
i whenever unit i goes beyond its maxi-

mum or minimum active power dispatch levels, respectively.
Also, control actions σ+

i and σ−
i are driven down to zero by

the second term of the controller if the active power dispatch
of unit i is strictly within limits, where k4

i , k5
i , k6

i , k7
i , μ2

i and
μ3

i are positive gains of the controllers.
The design and proper operation of the proposed distributed

controller relies on the following assumptions:
(i) Each DG in the microgrid is able to communicate 
i,

λi, γi�, I� to neighboring DGs through a connected and
bidirectional communication network.

(ii) Each DG has information of γi� for all distribution lines
of the microgrid, and each line subject to congestion
has at least one DG with non-zero participation factor
associated.

(iii) Current measurements of all distribution lines are avail-
able to the local controllers of all DGs in the microgrid.

(iv) Participation factors Gi� are calculated with reason-
able accuracy by an external online estimator and are
available to each DG.

Fig. 3. Close-loop microgrid system.

(v) Reactive power is only used for voltage control, and it
is not available for solving overloading problems.

(vi) There is no conflict between control actions of conges-
tion controllers of the different lines.

G. Closed-Loop Microgrid System

Fig. 3 shows the closed-loop microgrid system. The network
model is defined by (10), where p�(θ) in (10a) is the power
flow from the line �, Bij is the line susceptance, and Vi and Vj

are the voltages at i and j nodes. In (10b) the active power in
the DG i is defined, where PDi is the demand at the node i.

p�(θ) = ViVjBij(θi − θj) � = {i, j} (10a)

Pi(θ) = PDi −
∑

j∈N
ViVjBij(θi − θj) i ∈ N (10b)

Using also the proposed distributed control (8) and (9),
the closed-loop microgrid system is given by the following
equations (11)

θ̇i = ω∗ − ωi (11a)

θ̇i = −mi(Pi)+
i + ρi (11b)

ki
̇i = mi(Pi)−
i − ρi −
∑

j∈N(i)
aij

(

i −
j

)
(11c)

k1
i ρ̇i = −

∑
j∈N(i)

(
∇Ci(Pi)+

∑
�∈L

γi�Gi� + σ+
i − σ−

i

)

−
(
∇Cj

(
Pj

) +
∑

�∈L
γj�Gj� + σ+

j − σ−
j

)
(11d)

k2
i γ̇i� = −

∑
j∈N(i)

aij
(
γi� − γj�

)

+ μ1
i max

{
I� + 1

μ1
i

k3
i γi� − Imax

� , 0

}
− k3

i γi� (11e)

k4
i σ̇

+
i = μ2

i max

{
Pi + 1

μ2
i

k5
i σ

+
i − Pmax

i , 0

}
− k5

i σ
+
i (11f)

k6
i σ̇

−
i = μ3

i max

{
Pmin

i + 1

μ3
i

k7
i σ

−
i − Pi, 0

}
− k7

i σ
−
i . (11g)

H. Distributed Congestion Control Optimality

This subsection discusses the optimality of the stationary
points of the proposed distributed controller.

The optimum solution of the optimization problem
described by (1a), (1b), (1d), and (2), must comply with the
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Fig. 4. Microgrid study case.

KKT conditions. Thus, in the following, we show that an equi-
librium point of the closed-loop system (11) also verifies the
KKT conditions in (4a)-(4e).

Theorem 1 (Distributed Optimal Dispatch): Consider the
optimal dispatch problem (1a), (1b), (1d), and (2),
and the closed-loop microgrid system (11). Assume that
the dispatch problem has a strictly feasible point. Let
(θ∗

i ,

∗
i , ρ

∗
i , γ

∗
i�, (σ

+
i )

∗, (σ−
i )

∗) be an equilibrium point of the
closed-loop microgrid, and let

P∗
i := PDi −

∑
j∈N(i)

ViVjBij

(
θ∗

i − θ∗
j

)
, i ∈ N

λ∗
i := ∇Ci

(
P∗

i

) +
∑

�∈L
γ ∗

i�Gi� + (
σ+

i

)∗ − (
σ−

i

)∗

be the real power injections of each DG unit, and their
lagrangian multipliers associated with the demand-supply bal-
ance equation. The following statements hold:

(i) for each � ∈ {1, . . . ,L}, there is a constant γ ∗
� ≥ 0 such

that

γ ∗
i� = γ ∗

� for all i ∈ N;
(ii) there is a constant λ∗ such that

λi = λ∗ for all i ∈ N;
(iii) (P∗

i , λ
∗, γ ∗

� , (σ
+
i )

∗, (σ−
i )

∗) is an optimal point of the
optimization problem (1a), (1b), (1d), and (2).

The proof of Theorem 1 is presented in the Appendix of
the paper.

III. SIMULATION RESULTS

A. Microgrid Configuration

In order to validate the proposed distributed control strategy,
its performance is assessed in a case study using the microgrid
configuration shown in Fig. 4. The microgrid is composed
of five DG units, six distribution lines and four distributed
loads. The characteristics of DG units and network parameters
are given in Table I and Table II, respectively. The genera-
tion cost functions of DG unit are assumed quadratic (Ci =
αiP2

i + ϑiPi + ψi), with parameters shown in Table III [27].
The communications network is represented by dashed lines in
Fig. 4. The control scheme shown in Fig. 1 is implemented in
each DG unit, together with the proposed distributed control
described by equations (8) and (9).

TABLE I
DG CHARACTERISTICS

TABLE II
MICROGRID PARAMETERS

TABLE III
DG COST PARAMETERS

The simulation was performed using the software
PLECS [28], considering current measurements from each
line, and local measurements of frequency, real power injec-
tion, output current, and voltage.

For voltage regulation purpose, DAPI voltage-regulation
and reactive-power-sharing controllers are implemented based
on [5]. The droop voltage Ei is defined by (12), where ni

represents the Q-E droop coefficient, E∗ is the nominal volt-
age of the microgrid, Qi is the reactive power injection, and
ei is the control action for voltage regulation, obtained from
equation (13); ei establishes a trade-off between voltage reg-
ulation and reactive power sharing, where Q∗

i is the reactive
power rating of unit i. The consensus approach is used in order
to achieve proportional reactive power sharing, where the nor-
malized reactive power injection Qj

Q∗
j

of each DG is transmitted

through the communications network shown in Fig. 2.
The terms βi and ki are positive gains, and bij is an element

of the adjacency matrix of the bidirectional communications
network.

Ei = E∗ − niQi + ei (12)

kiėi = −βi
(
Ei − E∗) −

∑
j∈N(i)

bij

(
Qi

Q∗
i

− Qj

Q∗
j

)
. (13)
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(a)

(b)

(c)

Fig. 5. Distributed congestion control response (a) Frequency at each DG,
(b) Current in the lines, (c) Real power injection for each DG.

B. Simulation Setup

Simulations of the dynamic performance of the controllers
were carried out using a time-frame of 55 seconds. At
10 seconds, a 34% incremental step-change is applied to
loads 1 and 3, and a 5% incremental step-change is applied
to loads 2 and 4, producing the congestion of line 5. At 25
seconds, another 12% incremental step-change is applied to
loads 1 and 3, and a 39% incremental step-change is applied
to loads 2 and 4, yielding an overload of lines 2 and 3 of
the microgrid. Finally, at 40 seconds, an 18% decremental
step-change is applied to all loads.

The controller gains were tuned using a heuristic approach,
where a first approximation of the gains was obtained using
the root locus method applied to a condition where all the con-
trollers are active (i.e., all the max operators take the value of
the first argument). Then, several simulations were carried out
for different operating points in order to fine-tune the gains,
with satisfactory results. A more precise tuning of the con-
troller could be performed using meta-heuristic optimization
techniques; however, this is not addressed in the present work.

C. Simulation Results

In this section, the dynamic performance of the proposed
controller (8), (9) is illustrated and discussed. It can be
observed from Fig. 5a and Fig. 5b that the controller is able
to successfully restore frequency and resolve congestion after

each load perturbation. In specific, Fig. 5a shows how the con-
troller is able to restore the frequency of all DG units to their
nominal value, after a transient of limited excursion. Likewise,
Fig. 5b illustrates that thanks to the correct performance of
the controller (8c)-(8f), (9), the congestion is quickly elimi-
nated by driving line currents within limits. Fig. 5b shows that
before the first step-change in load all line currents are below
their maximum limit, whereas Fig. 5c shows that the load’s
real power is shared unevenly among the 5 DG units, due to
their different cost functions. At 10 seconds, the first step-
change occurs and line 5 becomes overloaded; however, the
distributed congestion controller removes the overloading in
less than 3 seconds, which is fast enough to avoid the activa-
tion of thermal protections in distribution lines. At 25 seconds,
a second step-change in load is applied, resulting in an over-
loading of lines 2 and 3. Once again, the congestion control is
able to resolve the congestion within a few seconds, as shown
in Fig. 5b (from 25 to 45 seconds).

The real power injected by each DG is shown in Fig. 5c.
When the congestion control action is zero (from 0 to 10
seconds and 40 to 55 seconds), the load’s real power is
shared among the DG units according to their operating cost
(Table III). However, when a control action is required to
resolve a congestion (from 10 to 40 seconds), the real power
injections of DG units are redistributed in order to remove the
line overloading based on their different cost functions and
participation factors.

The frequency restoration is driven by the control actions

i in each DG unit, which are shown in Fig. 6a. It can be
observed that the actions converge to a unique value for all
units that restores nominal frequency. Figures 6b, 6c, and 6d
show the control actions γi� used to remove the congestion in
each line, respectively. On the other hand, Fig. 6d shows how
γi5 are nonzero in the 10 to 25 seconds time-window in order
to resolve the congestion in line 5. Likewise, in Fig. 6b and
Fig. 6c the 25 to 40 seconds time-window, both γi2 and γi3
control actions are required.

Fig. 7 shows the λi of each DG unit. It can be observed
that, in steady-state the values of λi converge to a unique
value for all units, which then corresponds to the dual vari-
able associated with the demand-supply balance equation in
the centralized optimal dispatch problem.

In order to analyze the performance of the controller against
the sudden loss of a DG unit, we simulate a 34% incremental
step-change in loads 1 and 3, and a 5% incremental step-
change in loads 2 and 4 at 10 seconds, and the sudden loss
of unit DG2 at 20 seconds, with both frequency regulation
and congestion controllers activated. The simulation results
are shown in Fig. 8. Fig. 8a shows that after the discon-
nection of DG2, frequency is restored to its nominal value
within 2-3 seconds; moreover, Fig. 8b shows that the conges-
tion in line 4 produced by the the disconnection of DG2 is
eliminated by the congestion controller (from 20 to 40 sec-
onds). Fig. 8c shows that at 20 seconds the real power of
unit DG2 is drops to zero, and the remaining units increase
their real power injections in order to satisfy the microgrid’s
demand, which remains unchanged, and considering the
operating cost.
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(a)

(b)

(c)

(d)

Fig. 6. (a) Control action for frequency regulation, (b) Congestion control
action for line 2, (c) Congestion control action for line 3, (d) Congestion
control action for line 5.

Fig. 7. Lagrange multiplier λ.

In order to analyze the performance of the controller against
communication link failures we simulate a 34% incremental
step-change in loads 1 and 3, and a 5% incremental step-
change in loads 2 and 4 at 10 seconds, followed by the
simultaneous failure of the communication links between units
DG1 and DG2, and units DG3 and DG5 at 20 seconds, illus-
trated in Fig. 9. Finally, a decremental step-change in loads
is applied at 30 seconds to restore the initial loading of the
microgrid. The simulation results are shown in Fig. 10. It is

(a)

(b)

(c)

Fig. 8. Distributed congestion control response test by disconnecting DG2 (a)
Frequency in each DG, (b) Current from the lines, (c) Real power injections
for each DG.

(a) (b)

Fig. 9. Microgrid communication topology (a) Original topology,
(b) Topology with communication links failure.

observed that the proposed controller does not suffer notice-
able deterioration in its performance against the loss of the
communication links. Noteworthy, this results assume that the
units have a dynamic adjacency matrix, which is instantly
updated upon loss of communication links.

In order to analyze the performance of the controller against
communication delays, we introduce constant delays τi in the
consensus terms of the controller, as shown in equations (14).
We simulate a 34% incremental step-change in loads 1 and 3,
and a 5% incremental step-change in loads 2 and 4 at 30 sec-
onds, and the performance of the controller is analyzed for
two cases: a) small time-delays (τi = 0.05s), and b) large
time-delays (τi = 1s).

ki
̇i = −(
ωi − ω∗) −

∑
j∈N(i)

aij
(

i −
j(t − τi)

)
(14a)

k1
i ρ̇i = −

∑
j∈N(i)

aij
(
λi − λj(t − τi)

)
(14b)
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(a)

(b)

(c)

Fig. 10. Distributed congestion control response test by communication link
failure between (DG1 and DG2), and (DG3 and DG5) (a) Frequency in each
DG, (b) Current from the lines, (c) Real power injections for each DG.

k2
i γ̇i� = −

∑
j∈N(i)

aij
(
γi� − γj�(t − τi)

)

+ μ1
i max

{
I�(t − τi)+ 1

μ1
i

k3
i γi� − Imax

� , 0

}
− k3

i γi�

(14c)

Figures 11a, 11b and 11c show the frequency of each DG
for the cases of no communication delays (i.e., τi = 0s), small
time-delays (τi = 0.05s), and large time-delays (τi = 1s),
respectively. It is observed that the performance of the con-
troller with small time-delays is very similar to the case with
no delays, where the controller is able to restore frequency in
the microgrid within 2 seconds of the perturbation; however,
in the case of large time-delays the restoration of frequency is
achieved in a much larger time, of nearly 15 seconds after the
load perturbation. Fig. 12 shows response of the distributed
congestion control in terms of line currents, for the same 3
cases of time-delay. It is observed that the only line that faces
congestion is line 5, and the congestion is resolved in all the
cases; however, the convergence rate of the currents in the case
of large time-delays shown in Fig. 12c is noticeably slower
than the other 2 cases.

Finally, the impact of estimation errors in Gi� factors is ana-
lyzed for different levels of error: i) 25% over-estimation in
each Gi�, ii) 25% under-estimation in each Gi�, and iii) ran-
domly assigned estimation error between -25% and 25% to
each factor. The analysis shows that the largest deviation from
optimality is obtained in the case of a 25% over-estimation

(a)

(b)

(c)

Fig. 11. Frequency response test with communication delay (a) Without
time-delay, (b) With small time-delays τi = 0.05s, (c) With large time-delays
τi = 1s.

of the factors, where the dispatch deviates a 0.079% from the
optimal operation (without estimation errors), which represents
a 5.7% of the incremental cost incurred to resolve conges-
tion. Nevertheless, the congestion is resolved regardless of the
estimation errors.

D. Eigenvalue Analysis

Using the proposed distributed congestion control, a lin-
earized model of the closed-loop system (11) is derived. The
operating point used for the linearization is obtained from a
case study where two lines become congested; specifically
lines 2 and 3.

Fig. 13 shows the eigenvalues obtained for the aforemen-
tioned operating point, and also illustrates the eigenvalue
trajectories for increments in the gains ki in (8b), k1

i in (8c),
and k2

i in (8d). It is observed that the system is stable for the
nominal values of the gains, which are presented in Table I.
Critical values of the gains ki, k1

i and k2
i were identified in

order to obtain stable limits for the controller gains.
This work does not include any theoretical stability analysis

of the closed-loop system; nevertheless, formal linearization
provides some qualitative insights into the system behavior.

Given the nonlinearity of the closed-loop system introduced
by the max functions, the proposed controller necessitates a
Lyapunov-based stability analysis. This could be performed
using the theory of integral quadratic constraints [29], [30];
however, such analysis is outside the scope of this work.
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(a)

(b)

(c)

Fig. 12. Distributed congestion control response test with communication
delay (a) Without time-delay, (b) With small-delays τi = 0.05s, (c) With
large-delays τi = 1s.

Fig. 13. Eigenvalue traces of closed-loop system (11) as controller gains
are varied. (Arrows indicate the direction of increasing gain. Black crosses
indicate eigenvalues for the nominal gain of (8) in the microgrid study case
(Fig. 4). The most important eigenvalues have been considered.)

IV. CONCLUSION

This paper presented a novel distributed control strategy
for frequency control, optimal operation, and congestion man-
agement of isolated microgrids. The proposed controller is
capable of driving the microgrid to its optimal operation while
considering output limits of DGs and thermal limits of distri-
bution lines by using real-time measurements. The equivalence
between the closed-loop steady-state conditions of the con-
troller and the KKT conditions of a linear OPF formulation
is mathematically demonstrated in the paper. The capabil-
ities and good dynamic performance of the controller are
shown and discussed using several simulations. The economic

performance of the controller relies on the availability of par-
ticipation factors of each DG in the current of distribution
lines. The more accurate estimation of such participation fac-
tors, as well as a theoretical stability analysis of the controller
will be further studied in future research. Also, future research
will consider the integration of distributed voltage/reactive
power control in the proposed strategy. Finally, interesting
extensions of this work include the application of the proposed
controller to the sharing of power imbalance and harmonics,
among others.

APPENDIX

PROOF OF THEOREM 1

Theorem 1 states that any equilibrium point of the closed
loop system under the proposed controller is also a KKT point.
We proceed by showing that any equilibrium of the closed-
loop microgrid yields a solution of the KKT condition.

Stationarity Condition: We begin with (8c). Since the com-
munication graph G is connected, it follows from (8c) that
λi = λj = λ for some constant λ for all i, j [26]. Equation (9)
then immediately yields the KKT stationarity condition (5).

Primal Feasibility of Power Balance (1b): Equation (1b)
corresponds to physical constraints of energy balance that is
always satisfied in the system. From equation (11) of the
closed-loop microgrid system, it is directly deductible (11a)
that at equilibrium, ωi = ω∗, this equality is satisfied when
the power balance is achieved.

Complementary Slackness of DG Active Power Limits: The
equations (8e) and (8f) in equilibrium yield

0 = μ2
i · max

{
Pi + 1

μ2
i
k5

i σ
+
i − Pmax

i , 0

}
− k5

i σ
+
i (15a)

0 = μ3
i · max

{
Pmin

i + 1
μ3

i
k7

i σ
+
i − Pi, 0

}
− k7

i σ
−
i (15b)

for all i ∈ {1, . . . , n}. We will prove that complementarity
condition (4c) holds in equilibrium, using equation (15a). In
light of (15a), the set of buses can be partitioned into two
disjoint sets U,V ⊂ {1, . . . , n} such that

Pi + 1

μ2
i

k5
i σ

+
i − Pmax

i ≤ 0, i ∈ U, (16a)

Pi + 1

μ2
i

k5
i σ

+
i − Pmax

i > 0, i ∈ V. (16b)

Then equation (15a) can be reduced to

0 = −k5
i σ

+
i , i ∈ U,

0 = μ2
i

(
Pi − Pmax

i

)
, i ∈ V,

from which we conclude that σ+
i = 0 for all i ∈ U and

Pi = Pmax
i for all i ∈ V . In either case, we conclude that

σ+
i (Pi − Pmax

i ) = 0. For i ∈ U, substitution of σ+
i = 0

into (16a) immediately shows that Pi ≤ Pmax
i and for i ∈ V ,

substitution of Pi = P max
i into (16b) implies that σ+

i > 0.
We conclude that the complementary slackness condition (4c)
holds, that the upper bound in (1d) is primal feasible, and that
the multipliers σ+

i are dual feasible. Analogous arguments
using (15b) show complementary slackness for σ−

i , primal
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feasibility of the lower bound in (1d), and dual feasibility
of σ−

i .
Complementarity Condition of Line Current Limits: The

equation (8d) at equilibrium yields

0 = −
∑

j∈N(i)
aij

(
γi� − γj�

)

+ μ1
i max

{
I� + 1

μ1
i

k3
i γi� − Imax

� , 0

}
− k3

i γi� (17)

for all � ∈ {1, . . . ,L}. We will show that the complementarity
condition (4b) holds. For each line �, we partition the set of
DGs into two disjoint subsets R, S ⊂ {1, . . . , n}

I� + 1

μ1
i

k3
i γi� − Imax

� ≤ 0, i ∈ R, (18a)

I� + 1

μ1
i

k3
i γi� − Imax

� > 0, i ∈ S. (18b)

With these definitions, equation (17) reduces to
∑

j∈N(i)
aij

(
γi� − γj�

) = −k3
i γi�, i ∈ R, (19a)

∑
j∈N(i)

aij
(
γi� − γj�

) = μ1
i

(
I� − Imax

�

)
, i ∈ S. (19b)

The rest of the demonstration is separated in 3 cases:
• Case I: S = ∅ (i.e., i ∈ R, ∀i)
• Case II: R = ∅ (i.e., i ∈ S, ∀i)
• Case III: Both R and S are non-empty.
Case I: When S is empty, it follows from (19a) that

0 = −
∑

j∈N(i)
aij

(
γi� − γj�

) − k3
i γi�

for all i ∈ {1, . . . , n}. Letting γ � = (γ1�, γ2�, . . . , γn�)
T, this

equation may be written in matrix form as Mγ � = 0, where

Mij =
{

−aij if i �= j∑
j∈N(i) aij + k3

i if i = j

Since k3
i > 0 for all i ∈ {1, . . . , n}, the symmetric matrix M

has strictly positive diagonal entries and is strictly diagonally
dominant; it is therefore positive definite, and we conclude
that γ � = 0. We may therefore take γ ∗

� = 0 in statement (i) of
the Theorem. From (18a) then, we conclude that I�−Imax

� ≤ 0.
Therefore, the primal feasibility condition (2) is satisfied, the
complementary slackness condition (4b) is satisfied, and the
multipliers are dual feasible.

Case II: When the set R is empty, it follows from (19b)
that

∑
j∈N(i)

aij(γi� − γj�) = μ1
i (I� − Imax

� ),

for all i ∈ {1, . . . , n}. Summing all these equations, we obtain
∑

i∈N

∑
j∈N(i)

aij
(
γi� − γj�

) =
∑

i∈N(i)
μ1

i

(
I� − Imax

�

) ∀i, �

Since the communication graph G is undirected, the sum
on the left is zero and we find that

∑n
i=1 μ

1
i (I�− Imax

� ), which
implies that I� = Imax

� . Substituting I� = Imax
� into (18b), we

find that γi� > 0. Substituting I� = Imax
� into (19b), we find

that
∑

j∈N(i)
aij(γi� − γj�) = 0.

Since the communication graph G is connected, this equa-
tion holds if and only if γi� = γj� for all i, j ∈ {1, . . . , n}.

We may therefore take γ ∗
� = γn� > 0 in statement (i) of the

theorem. We conclude that the primal feasibility condition (2)
is satisfied, the complementary slackness condition (4b) is
satisfied, and the multipliers γ ∗

� are dual feasible.
Case III: Now assume both sets S and R are non-empty.

Assume first that the line � is not congested, meaning that
I� − Imax

� ≤ 0. From (18a)–(18b) it holds that

(
I� − Imax

�

) ≤ − 1

μ1
i

k3
i γi�, i ∈ R,

(
I� − Imax

�

)
> − 1

μ1
i

k3
i γi�, i ∈ S.

Assuming that k3
i /μ

1
i = κ > 0 for all i ∈ {1, . . . , n}, the

above inequalities immediately imply that

γi� > γj�, i ∈ S, j ∈ R. (20)

Equation (19b) implies that
∑

j∈N(i)
aij(γi� − γj�) ≤ 0, i ∈ S.

Since aij > 0 for j ∈ N(i), this inequality implies that

for all i ∈ S there exists j ∈ N(i) s.t. γj� ≥ γi�. (21)

Now let γ S = maxi∈S γi� and let I∗ ⊆ S be the set of indices
for which the maximum is achieved. We claim that there exists
an i∗ ∈ I∗ such that i∗ has a neighbour in the set R. To see that
this is true, suppose that there was no such neighbour, which
means that N(i∗) ⊂ S for all i∗ ∈ I∗. Then (21) implies that
γj� = γ S for all j ∈ N(i∗), and therefore that N(i∗) ⊂ I∗. Since
the graph G is connected and R is non-empty, this argument
can be repeated a finite number of times until we find an index
i∗ ∈ I∗ with a neighbour in R. For this index, (21) implies that
there exists a j ∈ N(i∗) ∩ R such that γj� ≥ γ S. However, this
directly contradicts (20).

A similar contradiction argument can be applied in the case
when the line is congested, meaning I� > I max

� . We conclude
that the assumption that the sets S and R are both non-empty
was invalid, and therefore one set must always be empty, and
we reduce to Case I or Case II.
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